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Technical Problem 

Network Analysis Corporation's contract with the Advanced Research Projects Agency has 
the following objectives: 

■ To study the properties of packet switched computer communication networks 
for local, regional and large scale communications, 

■ To develop techniques for the analysis and design of large scale nnworks. 

■ To determine the cost/throughput/reliabiiity characteristics of laige packet- 
switched networks for application to Defense Department computer communi- 
cation requirements. 

■ To apply recent computer advances, such as interactive display devices ind dis- 
tributed computing, to the analysis and design of large scale networks. 

General Methodology 

The approach to the solution of these problems has been the simultaneous 

■ Study of fundamental network analysis and design issues. 

■ Development of efficient algorithms for large scale network analysis and design. 

■ Development of an interactive distributed display and computational system to 
deal with large-scale problems. 

■ Application of the new analysis and design tools to study cost and performance 
tradeoffs for large systems. 

Efforts have concentrated on the following areas: 

 - -■' — .....- -  ..-■--    --      ^, ^^^^vvtzvJt^,*^,****^--^*,^ 



RIVW1» i.P!WW!WPWn»wwwwe^iwiii*«i-.u*!. 

Network Analysis Corporation 

Packet Radio System Network Studies. 

Packet Radio System Network Algorithms and Controls. 

Local and Regional Data Network Performance and Cost Comparisons 

Integrated Large Scale Packet Switched Network Cost and Performance. 

Support Facility Development. 

Technical Results 

This document summarizes principal results obtained over the entire contract period with 
primary emphasis on the system issues and tradeoffs identified and examined.   Algorithms, 
models, and design tools are discussed in prior semiannual reports.   Accomplishments 

include: 

■ Base performance characteristics of a single station, fixed repeater location 
Packet Radio System were established. 

■ The effects on performance of a number of fundamental hardware design deci- 
sions including use of multiple or single detectors at repeaters and stations, 
tradeoffs between range, power and interference, single or dual rate repeaters, 
common versus split channel operation, anu the use of omni versus directional 

antennas were evaluated. 

■ System delay, throughput and blocking under various routing alternatives, ac- 
knowledgement schemes, and repeater network organization were quantified. 

■ It was demonstrated that the Packet Radio System, using unoptimized operating 
parameters and algorithms, can provide reliable and efficient transportation of 

packets. 

■ Efficient routing algorithms were developed, simulated and tested, and based on 
these tests, recommended for implementation. 

■ Single station, multirepeater initialization, network mapping, and transmission 
algorithms were developed. 

■ Hop-by-hop and end-to-end acknowledgement schemes were developed, simu- 

lated and tested. 

■ Simple terminal search and local terminal control algorithms were developed and 

simulated. 

IV 

 ■ " '     -      ^ ■■'-' .■...■■.,,.,....„-.■,;..         ... ^..^^.^_^«« ■ iiliiirVlilUtliir"-'"- — 



l(pipipipi«ilIPI3l«(Blli|irilil9»i!"Pll^Wll^w™pi>»BW'^^ 

Network Analysis Corporation 

■ A repeater locatiün optimi/ation algorithm was developed, programmed, and 
tested. 

■ Low cost terminal access via hardwire multiplexing at TIPs was demonstrated. 

■ The cost-effectiveness of multipoint lines for connecting low and medium speed 
terminals into ARPMNET was shown.   The use of software demultiplexing as a 
means of increasing the terminal handling capacity of a TIP by a factor of 10 
was proven. 

■ The theoretical efficiency of incorporating broadcast packet radio techniques on 
a wideband coaxial cable local distribution network servicing a large terminal 
population was shown. 

■ Basic analysis and design algorithms for optimization of terminal processor loca- 
tion, topological optimization, throughput and delay analysis, and reliability 
analysis were completed. 

■ The cost-effectiveness of using satellites to increase ARPANET capacity was 
proven. 

■ The feasibility of a 1,000 IMP packet switched network using terrestrial was 
demonstrated. 

■ The cost-effectiveness of packet switching within an environment containing 
several thousand terminals was shown 

Department of Defense Implications 

The Department of Defense has vital need for highly reliable and economical communica- 
tions.   The results developed prove that packet switching can be used for massive DOD 
data communications problems.   A major portion of the cost of implementing this tech- 
nology will occur in providing local access to the networks.   Hence, the development of 
local and regional communication techniques must be given high priority.   The results on 
packet radio demonstrate that this technique can provide rapidly deployable, reliable and 
efficient local access networks.   In addition, the initial results on the use of domestic satel- 
lites indicates that substantial savings can be achieved by their use in large scale DOD data 
communications. 

Implications for Further Research 

Further research must continue to refine tools to the study of large network problems. 
These tools must be used to investigate tradeoffs between terminal and computer density, 
traffic variations, the effects of improved local access schemes, the use of domestic 
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satellites in broadcast mode for backbone networks, and the effect of link and computer 
hardware variations in reliability on overall network performance. The potential of these 
networks to the DOD establishes a high priority for these studies. 

VI 
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Chapter 1 
SUMMARY OF ACCOMPLISHMENTS 

1.1    Introduction 

Defense Department communications and computational requirements are global in scope 
and immensely complex.   Communication problems range from the local collection and 
distribution of information between the components of a single unit in a small geographic 
area to the global transportation of strategic intelligence and command and control data. 
Defense Department network problems have become so complex that the unaided human 
cannot comprehend, let alone solve them effectively.   The importance of these problems 
makes it imperative that effective analysis, design aids and new methods of communica- 
tion be developed to meet the DOD's rapidly evolving requirements. 

Network Analysis Corporation's (NAC) activities under the current contract have dealt 
with problems in local, regional, and large scale data communications, network analysis, 
design, cost, performance, and the application of computer techniques to support the an- 
alysis and design activities.   NAC's efforts can be categorized into the following major 
areas: 

Packet Radio System Network Studies 

Packet Radio System Network Algorithms and Controls 

Local and Regional Data Network Performance and Cost Comparisons 

Integrated Large Scale Packet Switched Network Cost and Performance 

Support Facility Development 

Results accomplished during the contract period in the above areas are summarized in the 
following paragraphs. 

1.2   Packet Radio System Network Studies 

Efforts during the past contract year were aimed at establishing base performance charac- 
teristics of a single station, fixed repeater location Packet Radio System and to evaluate 
the effects on performance of a number of fundamental hardware design decisions. 

1.1 
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Analytic and simulation studies of throughput and delay were conducted to enable various 
design decisions including:   use of multiple or single detectors at repeaters and stations; 
evaluation of tradeoffs between range, power and interference; incorporation of single or 
dual data rate repeaters; common verus split channel operation; and the use of directional 
versus non-directional antennas.   In addition, numerous studies were performed to quantify 
system delay, throughput and blocking under various routing alternatives, acknowledgement 
schemes, repeater network organization and to insure that gross system performance using 
unoptimized operating parameters and algorithms was within a level that would justify fur- 

ther design efforts. 

1.3 Packet Radio System Network Algorithms and Control 

During the last project year, the main effort has been towards developing workable net- 
work algorithms, to insure order of magnitude performance and design robustness for a 
single station, multiple repeater, multiple terminal network.   Preliminary designs of eleven 
routing algorithms were evaluated using combinatorial analysis.   Three were selected for 
detailed design; two of these were simulated and tested, and based on these tests, 
recommended for implementation.   Single station, multirepeater initialization, network 
mapping, and transmission algorithms were developed, but have not yet been simulated or 
tested.   Hop-by-hop and end-to-end acknowledgement schemes were developed, simulated 
and tested.   Simple terminal search and local terminal control algorithms were developed 
and simulated.   In addition, a repeater location optimization algorithm was developed, pro- 
grammed, and tested.   The above family of algorithms provided a basis for demonstrating 
the reliable transmission of packets within the Packet Radio System, but further work Is 
required to improve efficiency, to handle multiple stations, and to increase the number of 

types of terminals that can be handled by the system. 

1.4 Local and Regional Data Network Performance and Cost Comparisons 

During the previous contract years, a variety of tools have been developed to allow eco- 
nomical cost-performance tradeoff studies.   Studies performed include:   the practical demon- 
stration that low cost terminal access can be achieved by hardware multiplexing at TIPs; 
the proof of the cost-effectiveness of multipoint lines for connecting low and medium speed 
terminals into ARPANET; the demonstration of the use of software demultiplexing as a 
means of increasing the terminal handling capacity of a TIP by a factor of 10; and the 
theoretical calculation of capacity, error rates and delay for a system incorporating broad- 
cast packet radio techniques on a wideband coaxial cable local distribution network serv- 

icing a large suburban population. 

1.5 Integrated Large Scale Packet-Switched Network Cost and Performance 

During the contract period, the groundwork was laid to complete the study of cost and 
performance tradeoffs in large scale packet-switched networks.   Basic analysis and design 
algorithms for optimization of terminal processor location, topological optimization. 
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throughput and delay analysis, and reliability analysis have all been completed.   These pro- 
grams presently operate in stand alone mode and must be integrated in order to complete 
the large network studies.   In addition, a number of cost performance studies have also 
been completed.   These include studies of the impact of satellites on a 40 node ARPANFT, 
the establishment of the feasibility of a 1,000 IMP packet switched network using terres- 
trial links, and studies of the cost-effectiveness of packet switching within an environment 
containing several thousand terminals.   These studies are expected to lead to methods for 
handling large numbers of terminals and processors and various packet access methods im- 
plemented within different hierarchy levels of a large integrated C3 network. 

1.6 Support Facility Development 
..; 
. .■ 

During the past year, a basic packet radio simulator was developed.   The simulator handles 
a single station, up to 48 repeaters and several hundred terminals of the same type.   Im- 
bedded in the simulator are models of the repeater, station, and terminals, two routing 
algorithms, non-persistent carrier sr^nse and unslotted ALOHA random access schemes, zero 
capture receivers, single and dual data rate channels, omnidirectional antennas, and an in- 
teractive terminal to station protocol.   All device actions required to initiate, relay, and re- 
ceive a packet are simulated in the same sequence of events that would occur in the actual 
packet radio system.   Last year's experience showed that for systems like packet radio, in- 
teractive, graphical display can greatly reduce the time required to carry out certain forms 
of system studies such as repeater data rate, power, and operating parameter variations. 
During the contract period, the first phase of a graphical display system, specifically de- 
signed for handling network problems, was developed.   In addition, several stand alone an- 
alysis and design algorithms and programs have been developed, including a repeater loca- 
tion algorithm and a basic network editor to serve as a front end to the network analysis 
and design programs.   These have not yet been incorporated into the simulator. 

The role of the packet radio simulator has been to quantify the network impact 

of basic device design decisions and to quantitatively demonstrate that the basic packet 
radio design provided technically effective and reliable packet transmission.   The simulator 
was developed with a general data structure to allow capability for extension, but was used 
during the past year to deal only with a single station, multirepeater configuration.   An im- 
portant area of work for this year will be to extend the simulator to incorporate up to ten 
stations. 

1.7 Emphasis of This Report 

In this report, we summarize the principal results obtained during the contract period.   Pri- 
mary emphasis in this document is placed on the system issues and tradeoffs identified 
and examined, rather than on the specific algorithms and models developed to evaluate 
them.   Algorithms, models, and computer aided design tools have been extensively described 
in NAC's Semiannual Reports 1-3 to ARPA. 
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Chapter 2 
MODES FOR DIGITAL NETWORKING 

The late öO's and the 70's have seen the proposal and development of an incredible array 
of digital services.   The field is, of course, still dominated by the giants of the common 
carriers, AT&T and Western Union. 

2.1   Common Carriers 

AT&T offers a wide array of digital services, many with a long history of development and 
usage-others in the proposal stage.   A short list is given to indicate the types of bandwidths 
and tariff structures available [34]. 

■ Series 8000 offers up to 48 Kbps for data transmission.   The total cost is deter- 
mined by mileage and service terminal costs. 

■ Series 5000 (Telpak) type 5700 accommodates a 240 Kbps data rate, type 5800 
accommodates a 1000 Kbps data rate.   For data transmission, the total band- 
width can be divided into subchannels of the desired bandwidths.   The charge 
consists of a mileage charge and a service terminal charge. 

■ High-Low (HiLo) density tariff was recently approved by the FCC.   Approxi- 
mately 370 locations are defined to be high density traffic points; the remaining 
are low density traffic points.   For a half-duplex channel, the following interex- 
change mileage rates apply: 

High point-high point: .85 $/IVIile Mo. 
High point-low point or low 

point-low point: 2.50 $/Mile Mo. 
Short haul (25 miles): 3.00 $/Mile Mo. 

Monthly channel terminal charges are $35 for High and $15 for Low; station terminal 
charges are $25 for both High and Low. 

A low to low connection can be implemented either directly (in which case the low to low 
direct distance tariff applies) or through two intermediate high density points (in which 
case different tariffs apply to different segments). 

2.1 
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■ Digital Data Services (DDS).   This is a proposed new data service based on the 
T1 digital carrier.   DDS will initially interconnect 24 major cities and will be 
progressively extended to the 370 high density traffic cities.   FCC approval has 

been granted for Boston, New York, Philadelphia, Washington, D.C., and Chicago. 
Cost is based on mileage and service terminal charges which depend on the band- 
width of 2.4, 4.8, 9.6, or 56 Kbps.   The Tl carrier will handle up to 1.544 Mbps. 
The T2 system will operate at four times that rate and the T5 now in the experi- 
mental stage, will handle 564 Mpbs on coaxial cable or waveguide. 

■ Picturephone, although not intended for digital services, does have a bandwidth 
of 6.312 Mbps and could be a vehicle for the transmission and visual display of 
data. 

Western Union [6j is introducing a hierarchy of time division multiplexing which can either 
operate over digital radio paths or use modems over analog radio systems.   The 1.544 Mbps 
and 6.3 Mbps channels are designed to N: compatible with Bell System Tl and T2 lines 
respectively.   Similarly, the 2.4. 4.8, 9.6, and 56 Kbps speeds are designed to be compatible 
with anticipated telephone company offerings.   Electronic data switches have and are being 
installed to form a common switching plant for Telex, TWX, and DATA Switching. 

2.2   Specialized Common Carriers 

A development of crucial interest to the computer industry is the growth of a new class of 
common carriers-the Specialized Common Carrier.   Only a few are listed here.   More are 
appraised by Gaines [25]. 

Microwave Communications, Inc. (MCI) was a pioneer among the specialized carriers, fil- 
ing its first common carrier application in 1963.   Channel bandwidths of 1,000 Kbps are 
available and will include 81 cities on both coasts as well as the initial configuration of 
Chicago, St. Louis, Cleveland, Detroit, Toledo, South Bend, and Pittsburgh.   MCI will offer 
multi-address distribution capability and store-and-forward capability.   The total line charge 
is the sum of the intercity mileage charge, a system access charge, and a channel tsrmina- 
tion charge, all depending upon bandwidth required. 

Data Transmission Company (DATRAN) has innovated in the concept of nationwide digi- 
tal transmission since 1968 [59].   In April, 1973, the company began construction of its 
network.   The network will offer digital communications between 35 major cities.   Users 
within 50 miles of each such city can be connected to the network by DATRAN facilities. 
Services will be provided from 2.4 Kbps through 1.344 Mbps.   Circuit switching will be 
used with connection times of less than .5 seconds.   Network rates will be similar to DDS 
in structure. 

A number of regional common carriers originally constructed for video transmission are 
entering the picture as possible components of nationwide digital networks.   As one example 
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among several, Western Tele-Communications, Inc. (WTCI) began as a video microwave car- 
rier carrying signals for CATV systems owned by its parent company, Tele-Communications 
Inc. in the Western half of the U.S.   It is one of the largest non-telephone microwave com- 
mon carriers in the country, with over 13,000 route miles of microwave links in service. 
WTCI plans to convert some of its bandwidth to digital links with data circuits up to 
1.544 Mbps operated on a store-and-forward basis. 

2.3 Value Added Networks (VAN's) 

Value added networks are communication service companies which lease transmission fa- 
cilities from common carriers or specialized carriers and resell communication services not 
available from the original carrier.   One of the services to be offered is packet communica- 
tion with service comparable to that in the ARPANET.   FCC approval has been granted to 
Graphnet, Packet Communications, Inc. and Telenet.   The introduction of VAN's services 
may be quite rapid since they do not undertake the construction of transmission lines. 
Tariffs have not been determined yet, but at least for packet switching networks, the rates 
will be independent of distance and proportional to traffic volume. 

2.4 Satellite Communications 

A number of companies have applied for FCC approval to sell commercial satellite services 
including Amersat, CML, and WU.   Some are launching their own satellites.   On April 13 
1974, Western Union's Westar 1 became the first U.S. domestic communications satellite ' 
launched into orbit.   Competing will be systems operated by GTE, RCA, and ATT.   Their 
ground stations and planned operations are part of the layman's day to day information 
as in the map of planned ground stations from the April 15, 1974, edition of the New York 
Times (see Figure 2.1). 

Others are leasing channels on existing satellites.   For example, American Satellite Corpor- 
ation, formed in 1972 as a joint venture of Fairchild Industries and Western Union Inter- 
national has leased three transponder channels on Telesat-Canada's ANIK-2 satellite with 
plans for earth station locations in New York, Los Angeles, Chicago, and Dallas at daty 
rates up to 60 Mbps. 

Two general characteristics of satellite rates are insensitivity to distance with a strong vol- 
ume discount for use of satellite bandwidth. 

2.3 
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Planned Earth Station 
Network for U.S. Domestic 
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Figure 2.1:   Satellite Map of U.S. 
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Chapter 3 

NETWORK CONFIGURATION 

The abundance and variety of services provided by the common carriers and speciali/ed 
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offerings.   Nevertheless, it is clear to anyone who has tried to optimize even a simple prob- 
lem involving only Telpak rate structures that network design must be computerized.   Of 
necessity, the design programs must be characterized by an extreme degree of flexibility. 

a. Programs must be modularized.   Subnetwork designs, characterized by geographic 
locations, functions or traffic must correspond to modules of the program so 
that changes in tariffs and grade of service require only localized program modi- 
fications.   Furthermore, new design methods can be achieved with rearrangement 
of modules. 

b. Network design programs must be parametric.   The designer must be able to 
evaluate requirements based on performance and cost.   Traffic, delay, and through- 
put requirements can never be specified precisely a priori, but must be selected on 
the basis of tradeoffs of cost versus performance. 

c. Programs must be capable of performance evaluation.   From traffic statistics and 
measurements, the manager must be able to deffvmine when a network must be 
upgraded. 

d. Design programs must be interactive.   It has been a common experience in many 
areas of operations research, combinatorics, and large scale network analysis and 
design that the human is an important element in the design loop. 

e. Computational efficiency must be given paramount consideration.   An improperly 

structured data base, a failure to consider sparsity, or an inefficient combinatorial sub- 
routine can cause serious degradation in network performance and cost design. 

Let us consider item a, modularized programs, as an example.   In Semiannual Report No. 2, 
we gave a classification of general cost structures which includes most commercial tariffs and 
enables the development of efficient modules for each structure. 

■ Distance Dependent (DID) structures.   The cost per channel between two points 
is a function only of the distance between the points; it is independent of the 
specific locations of the points or the bandwidth.   Examples of DID structures 
are the AT&T type 8000 tariff and the HI Lo density tariff, where both points 
are high density points. 

■ Location Dependent (LOD) structures.   The cost per channel between two points 
depends on the location of the points, but not on the bandwidth.   A typical ex- 
ample is the Hi-Lo density tariff if at least one point is a low density point.   An- 
other example is VAN's for non-network points. 

■ Volume Discount (VOD) structures.   The cost of leasing additional bandwidth 
between two points decreases with the number of channels already leased.   The 
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cost also depends on the distance between the points, but not on their locations. 
Examples are the Telpak tariffs (see Figure 3.1), the DDS tariff for network 
points, the specialized carriers, satellite companies, and VAN networks.   The 
case in which the line cost depends on terminal locations as well can often be 
reduced to the study of two separate LOD and VOD problems. 

COST 

BANDWIDTH CAPACITY 

Figure 3.1: Telpak-Like Tariff 

Each of the tariff structures is amenable to a different set of analytical and heuristic 

methods.   For example, under VOD structures, network design tends to route traffic on 
links that provide the best economies of scale.   Generally, cost structures with strong econ- 
omies of scale lead to sparsely connected or tree topologies while structures with weak 
economies of scale lead to highly connected topologies.  The network algorithms for VOD 
problems generally compute shortest routes according to appropriate link costs which vary 
with each iteration [59, 19, 13].   The specific algorithms and their efficiency depend upon 
the specific cost capacity function of the links [15].   Link functions which are neither con- 
vex nor concave and have large capacity jumps such as the Telpak-like tariff beli w, require 
very complex combinations of analytic and heuristic methods [47].   On the otfv r hand, 
continuous concave cost-capacity functions can be handled exactly using mathematical pro- 
gramming techniques [13]. 

To illustrate how these modules are combined to solve a problem, we consider the design 
of a national network consisting of a terrestrial VAN and satellite links with private ground 
stations.   Given the traffic requirements and tariffs, we wish to accommodate the traffic 
requirements with a specified grade of service at minimum cost.   The network shows a 
strong economy of scale due to volume discount for satellite bandwidth and the high cost 
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of ground stations.   But, there is a complex tradeoff between terrestrial line cost, satellite 

bandwidth cost, and ground station cost. 

A possible procedure for this problem begins with picking the number and location of 
ground stations (these may be varied for different designs).   To connect non-network points 
to the VAN's terrestrial network we assign an LOD cost strtxture.   We then satisfy node 
pair requirements along minimum cost routes relative to the LOD structure.   From this as- 
signment we determine national network requirements.   Using a VOD structure, we then 
design the national network using the link costs for terrestrial and satellite links.   Subopti- 
mization of the terrestrial network is possible here.   Once the nationwide network is ob- 
tained, the LOD cost structure is recomputed based on marginal costs and the procedure 

is iterated. 

To solve such networks problems, which are quite large, will require special techniques that 
have not yet been developed.   In the following chapters, we describe various network prob- 
lems, ranging from cost and performance of large distributed networks to the control of 
traffic in a local broadcast packet network.   The goal of the discussion will be to indicate 

the status of each research area and the open issues. 
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Chapter 4 
LARGE SCALE DISTRIBUTED NETWORKS 

4.1   Introduction 

ZnZ" a
f 
dlStr,b"ted comPuter communication network is usually characterized by 

he parameters of cost, throughput, response time, and reliability.   Analysis and design of 
large scale networks requires techniques substantially different from the ones used for 
smaller networks.   Similarly, implementation in the actual network, of procedures such as 

Z^hl   7 C0.nnr01 T SignifiCant|y imPacted by network growth, and impiementa- 
t.ons suitable for a 50 node network may be totally inappropriate for a 500 node network 
required to perform the same functions. neiworK 

«Scr ^ "^"^ With ^ Pr0PertieS 0f b0th the ^ -d the network's 

The outstanding design problem for large distributed networks is to specify their routing 
and topolog.cal structures.   This specification must make full use of a wide variety of cir- 
cu,t options.   Preliminary studies indicate that, initially, the most fruitful approaches will 
be based on the part.tioning of the network into regions or, equivalent^, constructing a 
arge network by connecting a number of regional networks.   In addition to reducing the 

computational complexity of the topological design problem, nodes may be clustered into 
regions for numerous reasons, such as: 

•      To partition status information for use in routing, flow control, and other deci- 
sion processes within the operating network 

-      To determine regions of low-, medium-, and high-speed lines in hierarchical 
structures 

To find concentrator-multiplexer locati ons 

To send a message in a distributed network constructed by connecting together a set of 

ode in T:       ' a  M'tr^ SPeCify b0th the deStinati0n re^n and ^ destinat on 
node m that region.   No detailed implementation of a large network has yet been speci- 
fied but an eaHy study of their properties indicated that factors such as cost, throughput 
delay, and rehabihty are similar to those of the present ARPA Network, if the ARPA 
technology is used [10]. 

4.1 
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One of the first questions that arises in the decomposition problem is how large to make 

the regions and how many regions to create.   In a multilooped network, each loop would 
define a region.   Once the number of regions has been determined, nodes must be assigned 
to each and interface nodes selected.   This problem is extremely difficult, and little is pres- 
ently known about this "clustering" problem. 

Before any substantial progress can be made in applying existing clustering techniques to 
large computer networks, an appropriate "distance" or "nearness" measure must be selected, 
probably on the basis of intuition and experiment. 

For the design of large computer networks, clustering requires the assignment of distance 
measures to take into account cost, capacity, traffic, delay, reliability, and routing.   Al- 
most no general theoretical results are presently known for this problem. 

In this section, we report the results of a sequence of experiments! network designs aimed 
at investigating the economic and performance tradeoffs of distributed computer communi- 
cation networks as a function of size.   Three sequences of designs were performed:   20-100 
nodes, 200 nodes and 1000 nodes.   The first series of networks were thoroughly optimized 
using the optimization techniques discussed [11].   The 200 node networks were partially 
optimized (within the limitations of a small finite computer time budget), while the 1000 
node network designs represent workable network designs whose structure was chosen for 
both buildability and mathematical tractability. 

4.2  The Network Model 

The network model chosen for the study was the ARPANET [18].   This system, which em- 
ploys packet switching is likely to be the prototype for most future distributed computer 
communication networks. 

4.2.1 Message Handling 

The message handling tasks at each node in the network are performed by interface Message 
Processor (IMP) located at each computer center.   The centers are interconnected through 
the IMP's by fully duplex communication lines.   When a message is ready for transmission, 
it is broken up into a set of packets, each with appropriate header information.   Each packet 
independently makes its way through the network to its destination.   When a packet is 
transmitted between any pair of nodes, the transmission IMP must receive a positive acknowl- 
edgement from the receiving IMP within a given interval of time.   If this acknowledgement 
is not received, the packet will be retransmitted, either over the same or a different channel 
depending on the network routing doctrine being employed. 

4.2.2 Design Goals 

A design goal of the system is to achieve a response time of less than 0.5 seconds for short 
messages.   The final network must also be reliable, and it must be able to accommodate 
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variations in traffic flow without significant degradation in performance.   In order to 

nndT a
|
rea,SOnable'T1 0f reliability' the network must be ^signed so that at least two nodeS or llnk fa|| before it becomes disconnected    For sma|| ^ ^  wo 

ma e   sT Th'^ ^nnn'^ '^ ^ '^ netWOrkS' additional ^^   must be 

rcolsidLtL'ns5'the 1000 ^^ ^^ ^ ^^^ handled ^ -P- - ^ -Nabil- 

4.2.3 Routing Procedure 

«dure^rS in'mS, ""'^""f 200 0r feWer n0deS' ",e *"'•""•"" N°d' luting pro- cedure described m [131 was employed.   However, for the 1000 node network design  the 

^ n rr, chn'que des
f
cribed in i41 was used-This mv™* p-«- »a -d

he 

topoiogy COmPe,'Sa,e 'aCk 0f <>Ptimi2a,ion °f the '000 "Ode network 

4.2.4 Cost Structure 

Cost structures for lines and IMP's are shown in Tables 4.1 and 4.2.   Note that the li 
costs are those available to the U.S. Government under the Telpak tariff. 

Table 4.1:  (all lines FDX) 

ne 

Capacity 
(Kbpt) 

Data Set 
Coit/Month 

9.6 $ 493 
19.2 $ 850 
50.0 $ 850 

230.4 $1300 
|       1544.0 $2000 

Line Cost Per 
Mile/Month 

$ 0.42 
$ 2.50 
$ 5.00 
$30.00 
$75.00 

Table 4.2: Message Processor Cost 

Description Purchase Cost Cost/Year» 

DDP-316 IMP 
(Max throughput = 600 Kbps) $ 50,000 $15,000 

DDP-516 IMP 
(Max throughput = 800 Kbps) $ 70,000 $21,000 

DDP-316 TIP 
(Max throughput < 600 Kbps) $100,000 $30,000 

HSMIMP 
(Max throughput = 6,000 Kbps) $250,000 $75,000 

'Yearly cost is assumed 30% of purchase cost 
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4.2.5 Node Locations 

Node Locations strongly influence network efficiency. For example, at one traffic level a 
20-node network may be more efficient than the same network with two additional nodes 
while it may be less efficient at other traffic levels. Consequently, a systematic and hope- 
fully "unbiased" procedure is required to generate realistic systems with differing numbers 
of nodes. 

Many location algorithms are possible.   For example, nodes could be located on the basis 

of any of the following requirements:   industrial concentration; distribution of military 
bases; distribution of universities; population. 

Since both industry and universities tend to be located at population centers, distributions 
produced by these factors are positively correlated.   On the other hand, military bases are 
often located at a distance from population centers, and hence such nodal distributions 
would have a negative correlation with the others. 

For the present study, nodes were located on the basis of population.   Within each metro- 
politan area, IMF's were assigned, 20 miles apart, in proportion to the population of the 
area.   As examples, the 20 node design connected 10 metropolitan areas, the 100 node de- 
sign connected 40 metropolitan areas, the 200 node design connected 62 metropolitan 
areas, and the 1000 node design connected 238 metropolitan areas. 

4.2.6 Traffic Assignment 

A fundamental problem in all network design is the estimation of the traffic the network 

must accommodate.   For some problems, accurate estimates of user requirements are known. 
However, complete studies are not yet available to predict the flow requirements in net- 
works of the type being considered here.   A number of basic questions are yet to be re- 
solved.   For example, it may be reasonable to assume that the flow out of a node will be 
proportional to the population assigned to that node.   However, will the flow between two 
nodes be affected by the distance between these nodes?   If so, how will the cost-throughput 
characteristics of the network be affected? 

In order to investigate the effect of different traffic distributions on network economy, a 
sequence of experiments described in [10], was conducted in which traffic patterns were 
varied as a function of distance and low cost networks for these patterns generated.  These 
experiments indicated that networks with comparable costs could be designed for widely 
varying traffic requirements.   Hence, in the design experiments used to generate cost- 
performance tradeoffs, equal traffic requirements between all nodes was assumed. 
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4.2.7  Summary of System Parameters and Characteristics 

The following is a summary of the factors utilized in the network design. 

a.     The system contains message processors located in the largest cities of the Conti- 
nental United States.   The number of message processors in each metropolitan 
area is proportional to the population of the town. 

b. 

f. 

Required traffic between message processors is assumed uniform for all node 
pairs.   Traffic levels in the range from 3 to 20 Kbps/node are considered. 

Messages are assumed to have the same structure and formats as in the present 
ARPANET configuration.   Message delay is evaluated for single packet messages. 

The nominal traffic level is set at 80% of the saturation level in order to main- 
tain within acceptable limits the queue size of packets awaiting transmission on 
each channel. 

The link failure rate is assumed equal to 0.02.   The node failure rate is assumed 
equal to 0.02 for IMP and TIP processors, and .0004 for redundant configura- 
tions (IMP or TIP plus backup, or redundant high speed modular IMP configura- 
tions). 

The high throughput presented by a 1000 node network requires very high chan- 
nel and message processor rates.  Therefore, in the design, two high speed hard- 
ware options-the 1544 Kbps data channel and the HSMIMP (High Speed Modu- 
lar IMP)-have been considered in addition to the options already available.   Such 
high rate options are presently under development and will soon be operational 
offerings. 

4.3   Regional Partitions and Hierarchical Network Structure 

The network design is based on a regional decomposition principle.   The system is divided 
into regions.   Nodes are then uniquely assigned to each region.   These nodes are classified 
as either exchange nodes or local nodes.   There may be any number of regions, and the 
choice of local and exchange nodes is made by the designer.   The distinction between 
nodes stems from restrictions on allowable connections. 

a. Within a given region any connection is possible. 

b. Connections between regions are only allowed between exchange nodes, 

c     Any connection between exchange nodes is possible. 
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For the designs containing no more than 200 nodes, a two-level regionalization is used.  For 
these networks, the network connecting the exchange nodes is called the national netv/ork 
while the networks connecting local nodes are called regional networks.   Therefore, a flow 
from a local node in region I to a local node in region J must be routed fTst through the 
regional network to an exchange node in region I, then through the national network com- 
posed of exchange nodes to an exchange node in region J and finally through another re- 
gional network to the destination node in region J.   Thus, in general, a hierarchical net- 
work is designed.   If desired, structural constraints can be eliminated by declaring every 
node to be an exchange node.   In this case, there are N(N-1)/2 possible links where N is 
the number of nodes in the network.   If N is large, the computational time required for 
optimization may be prohibitive, and therefore, decomposition is essential.   For the sizes 
of the networks being considered, the decomposition approach produces computation time 
savings ranging from a factor of ten to factors of more than 400. 

The determination of the optimal topology in a 1000 node hierarchical network is a very 
complex problem since it requires the solution of a large number of subproblems, all re- 
lated to one another.   For example, one must optimally determine: 

■ The number of hierarchical levels 

■ The node partitions 

■ The topology within each partition 

■ The connections between networks in different levels of the hierarchy 

Because of the complexity of design optimization, only feasible, reasonably low cost de- 
signs were considered in the 1000 node study.   A feasible design in fact is sufficient for 
the determination of cost, throughput, delay and reliability trends with respect to network 
size, and for a comparison between hierarchical and non-hierarchical structures. 

The hierarchical structure (see Figures 4.1, 4.2 and 4.3) here considered consists of three 
hierarchy levels:   one 10 node national network, ten 10 node regional networks, and one 
hundred 10 node local networks.   Each local network is considered as one "node" of the 
higher level regional net, and similarly, each regional net is one node of the national net. 
Various ways of connecting lower to higher level networks can be considered.   In the cost/ 
throughput study, we assume for simplicity that each subnetwork communicates with the 
higher level network only through one "exchange" node.   In the reliability study, however, 
two and three exchange node configurations are also considered. 

4.4   Reliability 

Reliability constraints play increasingly more important roles with growth of the network 
[55 |.   For example, in the early stages of the ARPANET growth, adequate reliability was 
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LOCAL NET 

REGIONAL NET 

NATIONAL NET 

Figure 4.1: A 1000 Node Network Composed of 10 Ten-Node Regional 
Nets Each Containing 10 Ten-Node Local Nets 

achieved by the provision of two node disjoint paths between all pairs of nodes. However 
even at ,ts present size (approximately 40 nodes) this is no longer a sufficient guarantee of 
adequate network reliability. «"«wuce ui 

Network reliability analysis is concerned with the dependence of the reliability of the net- 
work on the rel.ability of its nodes and links.   Element reliability is easily defin   . as  for 
example, the fraction of time the element is operable, or as by the mean time between 

failures and expected repair time.   The proper measure of network reliability is not as 
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Figure 4.3:  Regional Network; Local Partitions; Local Network 

clear and simple.   Three possible   measures are:   the number of elements which must be 
removed to disconnect the network, the probability that the network will be disconnected 
and the expected fraction of node pairs which can communicate through the network. 
Many other measures can and have been suggested. 

Figure 4.4 shows the results of reliability analyses of a set of 20-100, and 200 node net- 
works designed to meet throughput requirements of approximately 8 Kbps/node under the 
assumptions that nodes are perfectly reliable.  These networks were designed with a "two 
connectivity" constraint and were optimized to provide the required throughput at least 
cost.   As is evident, the larger networks are significantly less reliable than the smaller net- 
works.   Thus, extension of the same design principle to the 1000 node design would be 
likely to lead to a low reliability system.   Therefore, the 1000 noue network is considered 
under varying conditions of backup and structure.   These changes are made at the local 
level.   The regional and national levels are always three connected. 

To evaluate the reliability of the hierarchical 1000 node network, we make the assumption 
that two nodes in the same subnetwork can communicate with each other only through 
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FRACTION OF NODE PAIRS NOT COMMUNICATING 
VERSUS PROBABILITY OF LINK FAILURE 

200 NODES 
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PROBABILITY OF NETWORK BEING DISCON- 
NECTED VERSUS PROBABILITY OF Z.//VAf FAILING 

.01 .03 .05 

200 NODES 

100 NODES 
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20 NODES 

^ 
Figure 4.4:  Network Reliability As A Function of Number of Nodes 

paths entirely contained in the subnetwork.  Therefore, two nodes of the same subnet- 
work can be disconnected even if there is a connection path through the higher level net- 
work.   This assumption is very realistic because, in a hierarchical routing implementation, 
the capability of sending local or regional traffic along paths external to the correspond- 
ing local or regional net, can be achieved only with considerable increase in complexity 
and overhead of the routing algorithm. 

With the above assumption, the probability Pnt of the total network being disconnected 
is given by: 

l-Pnt=(1-PnE)100x(l-Pnr)
10 

*(1-Pnn)Ml-PeX)
110 
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where   Pnfi  = probability of local net disconnected 

Pnr   = probability of regional net disconnected 

Pnn  = Probability of national net disconnected 

Pcx   - probability of exchange node (or nodes) failure, which isolates the corres- 
ponding subnetwork 

To evaluate Fntl the fraction of disconnected node pairs, we make the simplifying (and 
conservat.ve) assumption that whenever a subnetwork becomes disconnected, only one 
half of the nodes in the subnetwork can communicate, on the average, with the exchange 
node (or nodes).   W.th such an assumption, if we let N be the number of nodes in the 

local net   ,n our case N = 10) and aß, ar, an the number of noncommunicating node pairs 
resultmg from the disconnection of a local, regional or national network respectively  we 

n 
!i 

ex 
aE = ^ (N3 - j) Pnß + N(N3 - N) P 

ar=^   (N3-f)Pnr + N2(lV.N2)p 

a   =N   P an     4    Knn 

If we make the assumption that the above contributions are statistically independent of 
one another, then we can sum them up and obtain the following expression for Fnt: 

Fnt=2PnO-Pn)^6;aßN2 + arN+anj. 

S2Pnn-Pn)-PnC + Pnr + ^ + 4Pex 

where P   is the node failure rate, and 2Pn(1-Pn) is the fraction of disconnected node pairs 
resulting from source and/or destination failures. 

To evaluate Pnt and Fnt as from expressions (1) and (5), we need to know the network 
d.sconnect.on probability Pnc for the basic, 3-connected 10 node structure. The follow- 
ing results were obtained using the reliability analysis programs described in [17, 12]: 

Plink=02;Pnode = .02-Pnc = 7.10-4 

Plink =-02; Pnode«.02-Pnc = 8.10-5 

To test the effect of various topological and back-up conditions, Pnt and Fnt are evaluated 
for a variety of network configurations which differ in: 
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1. Number of exchange nodes 

2. Redundancy in the exchange nodes 

3. Connectivity of the local network 

Figure 4.5 illustrates the various configurafons and Table 4.3 summarizes the results. 

4.5   Cost-Throughput Trends 

An important point which must be emphasized about the results to follow is that these 
results present a conservative picture of the relationship between cost and throughput. 
There are two major reasons for this. 

Each point represents a feasible network obtained by either the computer network design 
program or by specification of the 1000 node network topology.   Thus, to generate the 
specified throughput, no greater cost would be involved.   However, because of the number 
of points needed to generate adequate curves, it is prohibitively costly to devote a large 
amount of computer time to optimize completely each design point.  Therefore, if a spe- 
cific throughput were to be required, a more intensive optimization would be warranted 
and a lower cost design would be probable. 

In each design, only hardware and line options available now or in the near future have 
been allowed.   Other developments could substantially reduce costs.   For example, in [18] 
we demonstrated the economics created by using a 108 Kbps data set.   Although this data 
set was once tested by AT&T, it is not a commercial offering.   However, the costs involved 
in building a large computer network could justify the independent development of such a 
data set. 

To illustrate the tradeoffs that occur, we first examine the 1000 node network. 

For the 1000 node topology, total cost and delay for a given throughput can be obtained 
by analyzing 111 subnets and properly combining the results.   Such an extensive analysis 
is too cumbersome in our case since we are interested in using throughput as a parameter. 
Therefore, to simplify the computation, only the costs of the national network shown in 
Figure 4.2 and the regional and local nets shown in Figure 4.3 were thoroughly computed, 
and the results interpreted as representative for all other regional and local nets.   Notice 
that the above approach generates imprecision in the total cost, but provides the correct 
answers for both delay and throughput. 

Figure 4.G shows cost, throughput and delay of the national network for three different 
capacity allocations.   The lowest cost configuration uses all 230.4 Kbps channel capacities. 
The intermediate configuration uses 1.544 Mbps channels for the outer loop, and 230.4 
Kbps for the cross links.   The highest cost configuration uses all 1.544 Mbps channels. 
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Figure 4.5: Various Local Network Configurations 
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Table 4.3:   Failure Probabilities for Differing Networks of Figure 4.5 

Network 
Number of 
Exchange 

Nodes 

Location of 
Backup 

Disconnection 
Probability 

Average Fraction 
of Disconnected 

Node Pairs 

a 1 all exchanges .011 .042 
b 3 all nodes .009 .001 
c 3 all exchanges .078 .028 
d 3 none .095 .044 
e 2 none .128 .044 
f none .9 .12 
g all exchanges .999 .114 
h all exchanges .93 .066 
1 all exchanges .84 .058 
i all exchanges .65 .05 

The throughput, expressed in Kbps/node, refers to the local nodes; therefore, the through- 
put of each of the 10 "supernodes" in the national net is approximately 100 times higher. 
The cost in Figure 4.6 reflects line and data set costs.   The additional message processor 
cost is now evaluated, assuming that each node has redundant processors: 

a. Lower cost net: 

20 x DDP-316 IMPs, cost = .3M$/Year 

b. Intermediate cost net: 

20 x HSMIMPs, cost = 1.5M$/year 

c. Higher cost net: 

20 x HSMIMPs, cost = 1.5M$/year 

Figure 4.7 shows the results for the regional net.   The lowest cost solution uses mostly 
50 Kbps channels; the highest cost solution includes several 230.4 Kbps and 1.544 Mbps 
channels.   The throughput refers to local nodes.   Assuming that each node has redundant 
processors, the message processor cost is given below: 

a. Lower cost net: 

18 x DDP-316 IMPs, cost = 270K$/year 

b. Intermediate cost net: 

16 x DDP-316 IMPs, cost = 240K$/year 
2 x HSMIMPs, cost = 150K$/year 
Total cost = 390K$/year 

: 
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Figure4.6:  National Network 

c.     Highest cost net: 

12 x DDP-316 IMPs. cost = 180K$/year 
6 x HSMIMPs, cost = 450K$/year 
Total cost = 630K$/year 

Figure 4.8 shows the results for the local net.   Both 3 connected and loop configurations 
were analyzed.   Various capacity assignments, leading to different solutions, were con- 
sidered.   Average delay T in the local nets is much higher than in the national and regional 
nets, because of the extensive use of 9.6 Kbps and 19.2 Kbps channels, especially in the 
low cost, low throughput configurations.   The delay can be reduced by reducing the traf- 
fic load, as shown in Figure 4.8.   The local network does not require, in general, redun- 
dant processors; the message processor cost is given by: 
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Figure 4.7:  Regional Network (Texas) 

Local network: 
9 x DDP-316 IMPs, cost   =   135K$/year 

The results for the global net are obtained as follows: 

a. For each throughput level, the lowest cost national, regional and local solutions 
that can accommodate such a throughput are selected. 

b. The total cost Dt is given by: 

Dt = Dn + 10Dr + 100 x Dß 
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Figure 4.8:  Local Network (Section of Texas) 

where Dn   =   national net cost 

Dr   =  regional net cost 

Dg   =  local net cost 

c.     The total average delay Tt suffered by a packet traveling from source to desti 
nation is typically given by: 

where T„   = 

T,   = 

Tt = Tn + 2Tr + 2Tfi 

national network delay 

regional network delay 

local network delay 
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Figure 4.9 shows channel cost and delay of the 1000 node net for both 3-connected and 
loop local net configurations while Figure 4.10 shows total communication cost. 

The diagram in Figure 4.11 displays line and modem cost per node versus network size, 
for two different values of throughput.   The shadowed area represents the cost of net- 
works with local connectivity ranging from 2 to 3 for the 1000 node design.   The cost for 
N=1000 seems to be slightly higher than the trend displayed for N up to 200.   It should 

be remembered, however, that: 

a. The cost estimate for N=1000 is not precise 

b. The cost for N < 200 was minimized using link exchange procedures [18|, 
while the cost for N=1000 is the cost of feasible but unoptimized network 

Thus, we can expect that optimized network cost for N=1000 would be lower and could 
follow closely the trend established for N up to 200. The upper bound for the N=1000 
curve represents 3-connected local topology as well as 3-connected regional and national 
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Figure 4.9: Global 1000 Node Network 
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Figure 4.10: Global Node Network 

topologies.   Since this network can have very high reliability without local backup of 
nodes, we need never spend more than this bound for the 1000 node network.   The region 
between the 2-connected and 3-connected points represents costs that might be achieved 
using optimization on each local network (with reliability as a constraint).   Further econ- 
omies would require the restructuring of the overall network hierarchy and partitioning 
achemes.   We have noted that this optimization problem is extremely difficult. 

4.6   Implications for Future Research 

The results summarized here establish the feasibility, in terms of design techniques, cost, 
delay and reliability, of very large packet switched networks.   Future steps in the research 
will be: 
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Figure 4.11:   Network Size vs. Costs For Two Traffic Requirements 

■ Optimization of network design 

■ Performance evaluation 

■ Routing and flow control 

■ Use of different communication techniques at different hierarchical levels. 

Some of the open areas are elaborated in the following. 

4.6.1 Optimal Design 

The design of hierarchical network requires:   selection of number of hierarchical levels and 
of number of "nodes" for each level; determination of node partitions (on the basis of 
geographical distance, node requirements, etc.); separate minimum cost design for each par- 
tition and hierarchical level; combination of the partial designs into the global design.   Low 
cost designs can be obtained with an iterative procedure, in which an initial configuration 
is successively improved, by properly modifying node partitions, local topologies, intercon- 
nections between different hierarchical levels, etc., until no more improvement is possible. 
One of the bottlenecks of the procedures is the local minimum cost network design, which 
must satisfy both traffic and reliability constraints.   Present optimization techniques are in- 
adequate and faster, and more efficient methods must be developed. 

4.6.2 Performance Evaluation 

The exact evaluation of throughput, delay and reliability for a 1000 node network requires 
a prohibitive computation time and memory space if performed with the present methods. 
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This is not so critical for the network design since approximate expressions of throughput, 
delay and reliability are probably sufficient.   For the final configuration, however, a more 
precise performance evaluation is desirable, and therefore, new and efficient methods of 
large network analysis must be developed. 

4.6.3 Routing and Flow Control 

The traffic within each subnetwork can be routed and controlled with the present ARPANET 
techniques.   However, proper modifications must be introduced to direct the traffic to exter- 
nal destinations.   In addition, a multilevel flow control procedure could be implemented to 
obtain more efficient control of the traffic load in each hierarchical level. 

4.6.4 Hybrid Communication Implementations 

The hierarchical structure allows within certain limits, the use of different system imple- 
mentations at different hierarchical levels.   This feature can be exploited to obtain a more 
economical and efficient system.   Possible configurations might include:   broadcast "ALOHA 
type" radio techniques at the local level; packet switching techniques at the regional level; 
satellite broadcast techniques at the national level.   It is of interest to investigate feasibility 
and economics of such hybrid implementations. 

I 
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Chapter 5 
RANDOM ACCESS PACKET TRANSMISSION 

The most expensive part of a hierarchical comnrmication system is often the lowest level 
since it contains the most elements.   Local distribution and collection of data is usually 
characterized by very low utilization of facilities.   Random access packet techniques pro- 
vide promising schemes for satellite cable, and local radio communication.   Hence, a basic 
understanding of these mechanisms is useful to the following chapters. 

The exposition is aided here by one of those happy situations where the precise derivation 
is its own most intuitive explanation.   We therefore present the derivation of the capacity 
of a random accessed channel, as originally devised for the ALOHA radio system [1],   Ran- 
dom access packet transmission is similar to time division multiple access with the follow- 
ing difference: 

■ Messages are broken into fixed size packets. 

■ Each transmitter can initiate a message at any time without reserving slots or re- 
questing channel access. 

Let T be the duration of a packet and assume there are k active users.   The overlap of two 
packets from different stations is illustrated in Figure 5.1.   Assume that when an overlap 
occurs neither packet is received without error and both packets are therefore retransmitted 
We also assume only full packets are transmitted. 

Let those packets transmitting a given message from a station for the first time be message 
packets and let those packets transmitted as repetitions of a message be called repetitions. 
Let X be the average rate of occurrence of message packets from a single active user and 
assume this rate is identical from user to user.   Then the random point process consisting 
of the starting times of message packets from all the active users has an average rate of 
occurrence of: 

r = kX 

where r is the average number of message packets per unit time from the k active users. 
Then, if we were able to pack the messages into the available channel space perfectly with 
absolutely no space between messages, we have: 

5.1 
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USER 1 ü 
USER 2 

USER k 

SUM 

INTERFERENCE 

REPETITIONS 

TIME 

Figure 5.1:  Random Access Packet Multiplexing 

rX = 1 

Accordingly, we refer to rX as the channel utilization.   We will determine the maximum 
value of the channel utilization, and thus the maximum value of k, which this random ac- 
cess data communication channel can support. 

Define R as the average number of message packets plus retransmissions per unit time from 
the k active users.   Define Rr as the channel traffic since this quantity represents the aver- 
age number of message packets plus retransmissions per ur.it time multiplied by the dura- 
tion of each packet or retransmission.   We now calculate Rr as a function of the channel 
utilization, rr. 

Assume the interarrival times of the point process defined by the start times of all the mes- 
sage packets plus retransmissions are independent and exponential.   If the retransmission 
delay is large compared to r , and the number of retransmissions is not too large  this as- 
sumption will be reasonably close to the true distribution.   Under the exponential assump- 
tion  the probability that there will be no events (starts of message packets or retransmis- 
sions) in a time interval T is exp(-RT). 
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Two packets overlap if there exists at least one other start point r or less seconds before 
or T or less seconds after the start of a given packet.   Hence, the probability that a given 
message packet or retransmission will be repeated because of interference with another mes- 
sage packet is: 

[1 -exp(-2R7)l 

Thus, the average number of retransmissions per unit time is: 

R[1 -exp(-2RT)] 

Therefore, 

R = r+ R[1 -exp(-2RT)] 

r = Rre-2Rr 

The plot of Rr versus TT is given in Figure 5.2. 

CHANNEL 
TRAFFIC 

RT 

.50   -r 

.40   -- 

.30   -- 

.20   -- 

.10   -. 

•08 .12 

CHANNEL UTILIZATION rr 

16 .184 

Figure 5.2: Channel Utilization vs. Channel Traffic 

The channel utilization reaches a maximum value of ^- = 0.184.  For this value of rr the 

channel traffic is equal to 0.5. The traffic on the channel becomes unstable at rr = ^r- 
2e 

and the average number of retransmissions becomes unbounded.   Thus, we may speak of 
this value of the channel utilization as the capacity of this random access data channel. 
Because of the random access feature, the channel capacity is reduced to roughly one 
sixth of its value if we were able to fill the channel with a continuous stream of uninter- 
rupted data.   To obtain the maximum number of interactive users the system can support, 
we get: 
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rr-kXr = i 

Solving for the maximum number of active users, we have: 

kmax = (2eXr)-1 

A modification of the system called a slotted system allows message origination only at 
fixed intervals.   It introduces some synchronization problems, but raises !<„,,„ to (eXr)"1. 
It is most important to realize that l<max is the number of users who can use the communi- 
cations channel simultaneously.   In contrast to the usual frequency or time multiplexing 
methods, while a user is not active, he consumes no channel capacity so that the total num- 
ber of users of the system can be considerably greater than kmax. 
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Chapter 6 
UPGRADING A TERRESTRIAL NETWORK USING SATELLITE LINKS 

To illustrate the complexity of the decisions involved in upgrading communications, we 
now give one simplified example developed in Semiannual Report No. 2 of the introduc- 
tion of a satellite into an ARPANET.  The costs of the satellite facilities are roughly com- 
parable to those proposed by a number of satellite companies with proposals already ap- 
proved by the FCC. 

The satellite facilities include:   satellite channel; ground stations; Satellite Interface Mes- 
sage Processor (SIMP); and line connections from SIMP to station, or from IMP to station. 

The following costs are assumed: 

a. Satellite Segment: 

Bandwidth (Kbps) Costs ($/Mo.) 
50 full duplex 2,500 
230 full duplex 5,500 
1,500 8,000 

b. Local Loop (Station to SIMP, or Station to Central Office): 
Bandwidth (Kbps) Cost ($/Mo.) 

50 full duplex 1,000 
230 full duplex 1,300 

c. SIMP.   Two types of SIMP's are assumed.   The regular SIMP has bandwidth 
greater than 1,500 Kbps and cost of 5,500 $/mo.   This SIMP corresponds to the 
high speed version of IMP presently under development of BBN.   It can support 
a combination of land traffic rates L and satellite traffic rate S such that: 

L + 3S< 1,500 

A small SIMP, with a bandwidth of 600 Kbps, and cost of 1,400 $/mo., is structurally 
similar to the H-316 IMP, and is presently being developed by BBN.   The throughput 
constraint is : 

L + 3S < 600 

6.1 
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The network without satellite links used as a basis of comparison is a recent 43 node 
ARPANET configuration shown in Figure 6.1.   We then consider one upgrade (see Fig- 
ure 6.2) using only terrestrial links as well as two upgrades (see Figures 6.3 and 6.4) of 
the network using satellite links as well.   In both satellite designs, five ground stations in 
San Francisco, Los Angeles, Washington, D.C., New York and Chicago are available for 
satellite access.   We include the possibility of capacity reductions of terrestrial links from 
50 Kbps to 19.2 and 9.6 Kbps.   In the first satellite design, we use point-to-point access 
which divides the satellite channel bandwidth into subchannels, each corresponding to a 
full duplex point-to-point connection between given ground stations.   In the second satel- 
lite design, we use the slotted random access packet mode described in the last Section. 
Computed for each network configuration is:   total cost; terrestrial costs of all terrestrial 
links; satellite cost; cost of SIMP (if applicable); connection from SIMP to station or from 
IMP to station, and satellite bandwidth, total throughput; traffic on satellite and satellite 
channel delay.   The results are in Table 6.1. 

Several observations can be made from this simple example.   Because of the high cost of 
network to ground station connections, satellite links become attractive only for through- 
put levels which are about 50% higher than the ARPANET configuration.   Furthermore, 
even to achieve these efficiencies, changes in network topology and reduction of some link 

Figure 6.1: Present ARPANET Configuration (October, 1973) 
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Figure 6.2:  Upgraded 43-Node Configuration 

capacities to 19.2 Kbps and 9.6 Kbps are required.   Examination of the designs also in- 
dicates that the proper location of ground stations is important.   For example, the loca- 
tion of a ground station in Chicago allows the reduction of channel capacity on cross 
country connections. 

The comparison of cost-throughput trends between implementations with and without 
satellite, when network throughput is increased, shows that satellite implementations can 
provide higher throughput at a lower cost, especially if the terrestrial network is reopti- 
mized; but the savings are by no means guaranteed by only routine introduction of satel- 
lite links.   Many tradeoffs are involved and careful optimization is required. 

Furthermore, it is clear that many other factors disregarded in this simplified analysis 
must be taken into consideration before general cost-performance trends are evident.   In 
particular, the evaluation of point-to-point satellite link cost assumed that the standard 

IMP software can support satellite rates up to 230 Kbps.   There are indications, however, 
that such a high rate will require modifications of the IMP hardware and software, and 
therefore will raise the cost of point-to-point links to the same levels as those of random 
access. 

6.3 
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Figure 6.3: 2 Point-To-Point Links 

As for satellite bandwidth efficiency, it must be mentioned that, with additional software 
cost, reservation techniques for multiple access can be implemented on the SIMP; and such 
techniques can theoretically increase effective satellite bandwidth up to full utilization. Fur- 
thermore, multiple access allocates satellite bandwidth dynamically, according to traffic 
pattern changes, and if needed, allows any two stations to use the full channel; while 
point-to-point access corresponds to a rigid bandwidth allocation between Pairs of stations. 

6.4 
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Figure 6.4: 3 Regular SIMF's 

Table 6.1:  Upgrading of Facket Switched Terrestrial Network Using Satellite Links 

Network Configuration 
Satellite 
Delay 
(tec) 

Satellite 
TraHIc 
(Kbpi) 

Coit 
K$/mo. Throughput 

Kbpi 

Total Coit 
Throughput 

S/bit Terrestrial Satellite Total 

Present 43 node configuration (Figure 6.11 93 93 447 .208 

Upgraded 43 node configuration (Figure 6.2) 112.9 112.9 635 178 

Two point to point links (Figure 6.3) .27 330 75 16.9 91.9 654 .141 

3 regular SIMPS at San Francisco, Chicago 
and Washington, D.C. (Figure 6.4) .5 393 79 29.3 108.3 686 .158 
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Chapter 7 
MULT I DROPPED LINE NETWORKS FOR LOCAL ACCESS 

7.1   Introduction 

The interconnection of different time-sharing computers through a sophisticated communi- 
cations subnet in the ARPANET gives terminal users access to a variety of time-sharing re- 
sources.   Initially, ARPANET development was directed toward computer-computer com- 
munications and user protocols.   Originally, only terminals connected directly to a com- 
puter in the network had access to the network.   The successful completion of this in- 
itial phase led to a desire to complement resource development with increased user access. 
Many TIP's have already been installed and art currently in use, connecting users with a 
terminal, but with no local Host computer, to ,:he network. 

The use of the ARPANET approach within the Defense Department would involve hun- 
dreds of Hosts accessed by tens of thousands of low speed terminals.   Effective, economi- 
cal terminal access to the ARPANET, and to similar networks, will depend on continued 
development of such facilities as TIP's as well as on complementary development of tech- 
niques for cost-effective utilization of these facilities. 

There are several ways to provide terminal access into the network.   In particular, multi- 
drop lines for connecting terminals to access ports, ring networks, CATV Systems and 
packet radio techniques all provide potential low cost network access methods.   It is neces- 
sary to investigate all of these schemes to evaluate the merits of each and to determine the 
conditions under which each may be preferable.   It is not unreasonable to anticipate that 
many approaches may be applicable within the same network.   In this section, we consider 
multidrop lines.   Other local access methods are considered in the following sections. 

In NAC's semiannual reports, algorithms are described for the multidrop line-layout and 
TIP location problems.   These algorithms consider not only the line layout, but also the 
number, location, and characteristics of the ports into the network.   Models were devel- 
oped to estimate the cost of connecting terminals to the network through the use of TIP's 

and multidrop lines.   The estimates cover a wide range of terminal numbers and traffic 
conditions and serve as a basis for comparison with other access approaches and as a mea- 
sure of the effectiveness of new design tools. 
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7.2   Network Modeling for Terminal Access 

The process of investigating and developing approaches to the design of networks for ter- 
minal access requires, as a first step, the construction of an appropriate model.   In this 
study, a primary goal is to determine the tradeoffs and parametric dependencies present 
in various approaches to terminal access.   To compare these approaches, it is necessary to 
have a common data base to which each approach can be applied.   Such a base has been 
constructed in the form of a model for the number and geographic distribution of termi- 
nals, for the terminal and terminal user, and for the multidrop communication lines.   It 
is also necessary to model those components of a design peculiar to the particular approach 

considered.   In this report we present a model for the TIP system. 

7.2.1   Population 

The cost of terminal access will depend on a variety of factors, including the number of 
terminals to be connected and their geographic distribution.   To determine the parametric 
dependence of cost on the number of terminals, populations of from 100 to 2000 termi- 
nals were considered.   The figure of 100 reflects the anticipated near-future requests for 
terminals.   The figure of 2,000 reflects an order of magnitude estimate of the number of 
terminals that can be expected to be served by a fully developed network.   (The above 

consider only terminals without a local Host.) 

To have a meaningful data base, it is necessary to geographically distribute the terminals in 
a sensible manner.   Terminals were located on the basis of population density because of 
the success of this approach in previous NAC investigations.   A rectangular region was de- 
termined for each city, or co'lection of cities, to reflect the feasibility of the region to 
support a population segment with access to urban facilities.   Thus, consideration was 
given to natural geographical boundaries, such as mountains, lakes, and coast lines, to ma- 
jor roads in the area, to the number of nearby smaller communities, and to the natural 
pattern of urbanization between relatively close major population centers.   Using this ap- 
proach, 123 regions were defined, with varying sizes of approximately 70 square miles. 

Once a number of terminals has been allocated to a region in proportion to population, 
the geographic positions of the terminals within the region are uniformly randomly dis- 
tributed.   With a large number of terminals, it is reasonable to anticipate that some may 
be located at points with no discernible geographic significance; therefore, a fraction a of 
the terminals were located at random in a large geographic segment:   east of Denver, west 
of Pittsburgh, north of Austin, and south of Milwaukee.   The fraction a was selected on a 

sliding scale as shown in Table 7.1. 

7.2.2   Terminal-Terminal User 

Even though network resources in the ARPANET have been extended far beyond tradi- 
tional time-sharing, the interactive user retains a significant role in network usage, and the 
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Table 7.1:   Terminal Population 

Number of Terminals In Regions Random 

100 95% 5% 

200 95% 5% 

500 90% 10% 

1,000 90% 10% 

2,000 85% 15% 

extension of accessibility to a terminal basis will give even greater significance to terminal- 
computer traffic.   To effectively design and evaluate terminal access networks, it is neces- 
sary to model the terminal traffic.   Two of the few definitive papers on time-sharing model- 
ing from a communications perspective have been written by Jackson and Stubbs [33], 
and Fuchs and Jackson [22).   The following traffic characteristics of a terminal during a 
period of use are based on their results for time-sharing systems used in scientific applica- 
tions, and extended in consideration of advances in terminal technology, higher speed lines 
being used, and more sophisticated time-sharing users and programs. 

User Input 

Computer Response 

Average Message 
Length 

12.1 characters 

52.8 characters 

Minimum Average 
Traffic 

.1 characters/second 

1.0 characters/second 

Maximum Average 
Traffic 

1 characters/second 

10 characters/second 

In this study, traffic level was varied, with a range of variation from the minimum to the 
maximum values indicated above.   The minimum average traffic level reflects the results 
of the noted study for scientific applications using low speed facilities and ordinary time- 
sharing programs.   The maximum average traffic level reflects an extension of these results 
in consideration of "smart-fast" terminals, higher speed communication facilities, more ad- 
vanded time-sharing programs, and more sophisticated users.   For comparison purposes, all 
network designs were based on busy hour conditions of all terminals being active. 

7.2.3   Communication Facilities 

The current ports for access by terminals to the ARPANET (TIP's) may connect terminals 
directly, or remotely through modems and phone lines.   In this study, a large number of 
terminals serving interactive users are considered, and to economically connect all the ter- 
minals, multidrop lines were used.   The multidrop communications facility will be assumed 
to be a standard voice-grade line as described below. 

7.3 
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7.2.3.1   Multidrop Line 

Capacity (full duplex) 
Cost 

1200 bps 

$.50/mile + $40/drop 

-ting'u ^dl^H^^^r^"1 ^ 0f $-42/mi,e P|US 20% for -direct routing.   It should be noted that in this model the number of drops on a line is restricted 

el ohon   c6 ^^^   ln rea,ity' the nUmber is 0ften addLnal y   e t  aeTb ^ 
lephone company pract.ces.   The effect of a more severe restriction is easily seen by 

simply assuming a correspondingly higher traffic level. y 

7.2.3.2   TIP 

The approach considered will be a TIP serving as the root of a centralized network of ter 
mmals. In this section we note the significant features of the TIP. Te TIP as d scribed 
by Ornstem et. al [44]. is characterized in Figure 7.2.   Its characteriLlsildicate        ' 

a. The TIP has 63 terminal I/O slots. 

b. Each slot can handle direct terminal connections or connections via modems. 

c      Asynchronous data rates handled by the TIP include 1200, 1800. and 2400 bps. 

d. The TIP has a terminal program throughput of: 

-      100 Kbps one way traffic if messages are long ("many characters"), and 
5-10 Kbps if each terminal message is a single character. 

e. The TIP uses 5% of its processing capacity to act as an IMP. 

f. The TIP uses 10% of its processing capacity to field MLC interrupts. 

8"      fcI1rembulandWidth "^'^ ^ ^ ^ iS SUmmari2ed approximately by the 

P + H + 11T^ 850 

where   P = total phone line traffic (Kbps) 
H = total Host traffic (Kbps) 
T = total terminal traffic (Kbps) 

and full duplex units count twice baud rate, i.e.. standard full duplex 50 Kbps phone line 
counts   00, and full duplex ASR-33 counts as 0.22.   As noted, the T P does not ^ 

ir^rrrr-consequent,y'adjustments to - ~ - ~ 
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Figure 7.2:   TIP Interfaces 

The above noted characteristics reflect TIP capacity as a message concentrator for termi- 
nals.   Additional consideration must be given to TIP cost, -vhich includes estimated rental 
rate, the cost of its interconnect to the ARPANET, and the cost of the modems necessary 
to connect terminals.   Therefore, the total cost is a function of the TIP's geographical re- 
lationship to the rest of the ARPANET, the topology of its interconnection, and the num- 
ber of modems required for terminal connections.   These costs will be determined as 
follows: 

50 Kbps line (ARPANET interconnect) $5/mile + $425/end 
(based on current ARPANET experience) 

1200 bps line (terminal connection ) $17/modem 
(current standard cost) 
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TIP rental tocnn/ 
$2500/month 

(assumed TIP cost of $100,000 to be amortized over 
5 years at 10% interest compounded quarterly) 

7.3   Design Results 

Both     rH T J       ^ T,P ^ n0 PrOVision f0r the suPPort of m"'ticirop lines 
of     i   ctbHiW    S    T" m0dif.iCati0nS -V ^ necessary for the acceptable addition 
of t ,s capab.l.ty    S,gn,f,cant requ.rements are line protocol for the multidrop lines and 
mo re extens-ve file manipulation resulting from the larger number of terminal .   The   ne 

protocol must perm.t line utilization of approximately 50%, a conservative figure bas d on 
he use of ordmary polling techniques for multidrop lines.   With the prevlou ly desc bed 

in eVh?^    H bPS t0r bPS' thiS 8iVeS a P0SSible ra^ 0f 6 t0 60 terminal" a hne    The s.xty-three possible connected lines allow a maximum demand of 37.8 Kbps to 

be p aced on a TIP by the terminals.   Using the maximum demand figure in the TIP band- 

si    rtTHosV^f I" T "^ a T,P ^^ haVe SUffiCient additi0nal bandwidth t upport a Host and also be connected to the ARPANET in a manner consistent with cur- 

pTs "^SoTT' h^ "T0^ ^ termina,S a TIP handleS in the maxim- d-l case (378 to 3780) is far beyond the current maximum configuration (63).   This increase 
m number shou d be anticipated as causing considerable additional ove he d fo  file m 
ipu ation.   Furthermore, additional overhead may be anticipated due to the bu^     oTa 

multidrop hne protocol.   Under these conditions, the maximum number of te minals   hat 
TP can handle .s assumed to be 630, one order of magnitude greater than its cure     di- 

rect connection capacity.   This gives a network model as below: 

T'P 1)     up to 63 line connections 
2)     up to 630 terminals 

Lines up to ~ terminals/line 

where t is the traffic/terminal in bps 

Cost is estimated as a function of the number of terminals and their traffic level  subject 
o fixed TIP locations.   In Table 7.2 below, costs are given for 100 terminal sys em at a 

traffic level of 100 bPs each for different numbers of TIP's at different locations 

These results show that a higher number of TIP's yields lower line costs, but not neces- 
sarily a lower total cost.   Consequently, the number of TIP's is varied u til a  oca  mi- 

mum .s reached    Table 7.3 gives preliminary estimates of the cost of termina co ne tion 
as a function of the number of terminals and the level of traffic.   Results   re s own a 
points connected by straight line segments in Figure 7.3.   The curves suggest that for low 
numbers of terminals, and thus, low numbers of TIP's, the line constraints and T Mo 7 
tions have significant impact on cost.   For large numbers of terminals, and thus larger 
numbers of T P's, costs are less sensitive to TIP placement and line constraints       m   Ified 
illustrations of several of the network designs are given in Figures 7.4 through 7 7    Note 
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Table 7.2: Network Cost and TIP Location Relationship 

# TIP'S Locations 
100 Terminals 
(100 bps each) 

Monthly Line Costs 

Monthly Line Costs 
And TIP Rental 

2 

3 

Chicago 

Memphis 

New York 

New York-Los Angeles 

New York-Los Angeles-Chicago 

New York-Los Angeles-Chicago 
/ 

$14,007 
/ 

I4/5OI 

A190 

/   13,091 

11,375 

11,302 

$16,507 

17,001 

19,690 

18,091 

1S,875 

18,802 

Table 7.3:   Preliminary Terminal-T!P Experiment Results 

Number of 
Terminals 

Traffic (bps) 

10 2. 50 100 

100 $ 13,095 $ 13,231 $ 15,146 $ 17,607 

200 18,906 19,875 ,:3,373 31,818 

500 36,050 39,138 49,208 56,099 

1,000 66,775 72,893 83,886 94.189 

2,000 119,570 125,085 144,759 165,817 

that for low traffic (10 bps) it is cost effective to use as few TIP's as possible, while for 
high traffic (100 bps), savings are achieved by using more than the minimum number of 
TIP's.   (With low traffic, many terminals can be chained together on one line to economi- 
cally connect distant terminals to a TIP.   With high traffic, only a few terminals can be 
placed on a line, and distant terminals result in several long, uneconomical lines.) 

Since TIP's are relatively expensive when compared to conventional multiplexers, these 
simpler devices to achieve economy of scale will also be investigated as an alternative 

architecture. 
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Figure 7.3:  Preliminary Estimates of Terminal Connection Costs 

TIP 

AREA OF HIGH 
TERMINAL DENSITY 

Figure 7.4:   Network Design for 100 Nodes, 10bps Traffic, TIP in N.Y.C. 

7.9 

        ..:.■,„....-.. ^....■.  - ■■  ■     ■■    ■-     -■       -- ■-   -   ■  ' ^-" 



f^Sl^lliPPjpBpwll^pfpi^wswwwjsaww'^nw^^ 

Network Analysis Corporation 

n AREA OF HIGH 
TERMINAL DEI* ENSITY 

Figure 7.5:  Network Design for 200 Nodes, 10bps Traffic, TIP in N.Y.C. 

AREA OF HIGH 
TERMINAL DENSITY 

Figure 7.6:  Network Design for 500 Nodes, 10bps Traffic, TIP in N.Y.C. 
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TIP 

AREA OF HIGH 
TERMINAL DENSITY 

Figure 7.7:   Network Design for 500 Nodes, 100bps Traffic, TIP in N.Y.C., Chicago, L.A. 
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Chapter 8 
LOCAL ACCESS-A RING DESIGN EXAMPLE 

For local transmission of signals from a nationwide interconnecting network, the user's 
technical problems are complex because many of the techniques are in the experimental 
stage.   The problem is not just one of configuring facilities, but actually designing the 
channel.    The classical  technique of using multidrop lines with polling concentrators as 
described in Chapter 7 is available and in many cases the best strategy.   But, new tech- 
niques such as the use of rings or random access multiplexing offer better prospects in 
many cases.   However, neither of these are standard techniques and hence protocols and 
hardware are in a developmental stage.   Furthermore, new physical links are becoming 
available.   One of the most promising of these is the coaxial cable of cable television 
(CATV) systems. 

To illustrate some of the complexities and surprises awaiting the designer of local systems, 
we present one example of a ring design.   In Chapter 9, we present a detailed considers  ' 
tion of the use of CATV systems for local data transmission.   In the remainder of this re- 
port. Chapters 10 through 15, we discuss the use of broadcast packet radio techniques for 
handling the local access problem. 

Let us illustrate just one of the problems with a ring network, inflexibility in routing that 
results because there are no alternate routes.   The analysis will show that although the 
ring may accommodate a large throughput when high traffic points are close on the ring, 
there is no flexibility in adapting to redistribution of traffic requirements.   The example' 
is carried out for a mixture of tape transfers and interactive traffic. 

One of the traffic models developed by Hayes and Sherman [31 ] is used to analy;; the 
ring design.   We consider the design of a single slotted ring to which sources of traffic are 
connected through an interface.   The source can represent host computers, terminals, or a 
combination of these.   The interface is assumed to receive packets from the source, store 
them, and multiplex them onto the ring.  A header which addresses the packet to a par- 
ticular interface on the ring is added to the packet; the packet size on the ring is there- 
fore larger than that on the line.   In the reverse direction, the interface removes packets 
from the ring addressed to it, removes the "ring header," and transmits these packets to 
the source.   It is assumed that an interface can remove a packet from the ring and then 
feed a new packet into that same slot.   In this case, the traffic on the ring seen by the 
interface is in the location marked by X in Figure 8.1.   That is, it includes only the traffic 

8.1 
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Figure 8.1:  Ring-Source Interface 

which passes through the interface and not the traffic which is destined for that interface 
or which originates from it.   It is assumed that durations of idle periods on the ring are 
exponentially distributed. 

In the calculations of the buffer content and the delay, we assume that the traffic flow 
from a source to its interface is at a constant rate, equal to the average rate.   The per- 
formance of the system is characterized by the buffer size at the interfaces, the delays at 
these interfaces, and maximum throughput which can be obtained. 

8.2 
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For all cases, we used 1.5 Mbps speed on the ring, a packet of 784 bits on the ring, and 
768 bits on the lines to the interfaces.   Table 8.1 gives the input data to the interfaces, 
and Table 8.2 gives the distribution matrix PJJ, that is the fraction of traffic from inter- 
face i destined to interface j.   An important parameter is the average number of packets 
per message.   We assume an average o: 14 packets/message when all traffic is of an inter- 
active type, 65105 packets/message when all of the traffic is tape transfer, and an average 
of (1500 4- 65105) packets/message for other interfaces depending on the fraction of tape 
transfers that it included. 

For the given data we analyze two designs referred to as System 1 and System 2. System 1 
connects the interfaces in order 1 through 4, and the direction of flow on the ring is 

counter clockwise.   Interface pairs with high traffic requirements are relatively close.   For 
System 2, the ring is reconfigured for flow in the following direction:   1 14 8 6 7 9 12 10 
4,13,11,3,2,5,1. ■-<,.. 

Tables 8.3a and 8.3b show the results for System 1 and 2.   Each table shows utilization 
of the ring seen by an interface, the rate of packets/sec. on the ring seen by an interface. 

Table 8.1: Data at Interface 

Inter- 
face 
No. 

Line Speed 
Bits/Sec 

Rate In 
Bits/Sec 

Rate In 
Rate/Sec 

Average 
No. of 

Packets/Msg. 

Ratio of 
Source To 
Ring Rate 

1 230000. 87754. 114.3 14974. .15655 

2 100000. 59554. 77.5 65105. .06807 

3 100000. 61646. 80.3 14. .07071 

4 100000. 41554. 54.1 65105. .06807 

5 100000. 30785. 40.1 26042. .06807 

6 100000. 10154. 13.2 65105. .06807 

7 100000. 17754. 23.1 65105. .06807 

8 230000. 133754. 174.2 29948. .15655 

9 100Ü00. 17015. 22.2 26042. .06807 

10 230000. 69754. 90.8 44922. .15655 

11 100000. 30154. 39.3 14. .07071 

12 100000. 41015. 53.4 26042. .06807 

13 100000. 25354. 33.0 14. .07071 

14 100000. 65554. 85.4 65105. .06807 

8.3 
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Table Ü.3:   Comparison of Ring Designs 

Interface 
Number 

Utilization 
Of Ring 
Sean By 
Interface 

Pack/Sec 
On Ring 
Seen By 
Interface 

Average 
Number of 
Packets In 

Interface Queue 

Average 
Delay Per 
Packet In 
Seconds 

Table 8.3a 
Sy»tem 1 

4 

13 

.221'' 

.2288 

423.04 

437.60 

.44 

.28 

.00821 

.00854 

Table 8.3b 
4 .1811 346.41 40.28 .74447 

System 2 
13 .1550 296.59 29.95 .90726 

the average number of packets waiting to be multiplexed onto the ring, and the average 
delay per packet.   An important point to notice is that in System 2 at interface 4, the 
average number of packets in the queue is over 40, a severe degradation in performance 
caused by a redistribution in traffic requirements. 
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Chapter 9 
CATV SYSTEMS FOR LOCAL ACCESS 

9.1    Introduction 

A wide variety of system configurations such as loop structures and various multiplexing 
schemes have been proposed for communicating data on future CATV Systems |39l. 

A circuit switched video system has been developed by Rediffusion International Ltd. in 
Great Britain [24].   Multipair cables are used with each pair being dedicated to a separate 
subscriber.   He may then select the program of his choice by means of a telephone type 
dial.   The Rediffusion System presents interesting tradeoffs between initial investment, 
flexibility and reliability.   However, since this type of system has not made significant in- 
roads into the U.S. market at present we will not consider it further here. 

We first present a very brief introduction to the structure common to most of the 3000 
current U.S. CATV Systems [57], 

Signals are received at an antenna located for ideal reception and are then relayed from 
this "head end" to individual subscribers via a distribution system of coaxial cables, broad- 
band repeater amplifiers, and subscriber taps. 

A cable television distribution system generally consists of a trunk section and a feeder 
section.   The trunk section contains trunk cable connecting the head end to distribution 
points from which the feeder cable emanates.   Located along the trunk cable are high- 
quality repeater amplifiers, which provide gain along the trunk and to the feeders.   At 
the termination of the trunks there are distribution amplifiers.   Along the feeder cable 
there are lower quality amplifiers called extender amplifiers and subscriber taps that pro- 
vide signals to drop cables leading to home receivers. 

With recent broadband amplifiers, the full Sub-UHF spectrum from 5 to 300 MHZ has 
been used.   Partitioned into 6 MHZ channels for television, only a small amount of this 
spectrum is currently used for TV signals. 

FCC regulations now require that new CATV Systems must have two-way capability. 
Practically speaking, this does not mean that all new systems are two-way systems, but 
rather that amplifier units are installed with forward amplifier modules in place and with 

9.1 
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distances between amplifiers constrained so that at some future date reverse amplifier 
modules can be installed for two-way operation.   However, a number of actual fully two- 
way systems are presently being built and the number is increasing rapidly.   Most present 
two-way systems use the configuration in Figure 9.1a.   Filters at each end of the station 
separate low (L) and high (H) frequencies and direct them to amplifiers.   Two possible 
"two-way" configurations |33| are shown in Figures 9.1b and c. 

Of course, two-way CATV Systems are themselves in an experimental stage so that there 
are still implementation problems in achieving written specifications.   Some of the classi- 
cal electrical and communication bugs are being removed at present-ringing around loops 
through band separation filters, tuning return AGC's, alignment procedures and construc- 
tion problems. 

Figure 9.1a: Two-Way CATV Repeater 
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Figure 9.lb:  Two-Way CATV Repeater (With Feeders) 
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Figure 9.1 c:  Dual Trunk/Single Feeder Station 
(Suburban Boston Configuration) 
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A number of companies have developed system concepts and subscriber hardware to im- 
plement digital home response modes for existing CATV Systems |7, 8|.   Among these 

arc: Fheta-Com. Jerrold, Rediffusion Electronics, CAS Manufacturing Co., Hughes Aircraft 
AMECO, Scientific Atlanta, and Cable Information Systems.   Several of these companies ' 
are running prototype systems in cities throughout the U.S.-EI Segundo, California- 
Dennisport, Mass.; and Orlando, Florida, among them.   In addition MITRE of McLean 
Va., has installed an experimental system in Reston, Va., which incorporates a "frame' 
grabbing facility" to enable the viewer to store a frame of video data produced by a char- 
acter generator.   Data frames are sent every l/60th of a second interlaced with standard 
video frames [56|. 

In most of these systems an FSK or PSK signal occupying a 4 MHZ bandwidth is used at 
about a 1 megabit per second rate with different carrier frequencies to and from the cen- 
tral antenna site.   In each case, customers are polled at regular intervals to determine ac- 
cess to the channel.   Typical proposed uses of these systems are opinion polling, meter 
reading, shopping, systems diagnostics and aLrms.   Acceptable response times are in the 
order of several seconds or in some cases, even minutes [30|.   We will investigate data 
transmission on existing CATV systems with required response times of tenths of seconds 
and with up to 100,000 interactive users. 

To illustrate our points in detail, we will consider a specific design for the Suburban 

Boston complex.   The design will use the "feeder backer" configuration shown in Fig- 

ure 9.1.c with the frequencies assigned as specificly indicated.   The design techniques for 
the CATV Systems themselves are well known applications of classical communications 
techniques [16, 21 |. 

9.2   Data Error Rates on CATV Systems 

Two-way CATV systems permit input from virtually any location in the network.   The re- 
sult is a large number of noise sources being fed upstream toward a common source    CATV 
amplifiers have a noise figure of about lOdb for a 5 MHz channel.   Cascading amplifiers 
can increase effective system noise figure by 30db or morn.   Nevertheless, we shall see that 
system specifications on signal-to-noise ratio for CATV systems are strin6ent enough so that 
data can be sent with existing analog repeaters, and no digital repeaters, such that bit rate 
error probabilities are negligible. 

For example, if the worst signal-to-thermal noise ratio is limited to 43db and the worst 
cross-modulation to signal ratio is limited to -47db, system operators may want to limit 
data channel carriers to a level of 10 to 20db below TV operating levels in order to mini- 
mize additional loading due to the data channel carriers [51).   Accepting these restrictions 
in the worst case, we would be limited to 23-Jb signal to thermal noise ratio and -27db 
cross-modulation to signal ratio.   Let us con- Jer both of these sets of restrictions to deter- 
mine the resulting CATV system performance for random access packet transmission 

9.3 
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We calculate error rates for a FSK system with incoherent detection to determine a lower 
bound for system performance. The error rates for coherent detection or phase shift key- 
ing, of course, would be even lower. 

Let S = Signal power 
N = Noise power 

Nc = Cross-modulation noise power 
Nr = Thermal noise power 

t = Average synchronization error time 
T = Bit width time 

T'-en the sign to noise ratio is: 

S -       Sq 
N     Nc + Nr      (Nc/S) + (Nr/S) 

where q = (1 - y )2 

Let Pe be the bit rate erroi probability. 

Let m be the number of keying frequencies in a multiple FSK system 
Then (49|: 

-jS/N) 

p   - m - 1 2(m-l)2 

e "    m     e 

We assume that each packet carries its own synchronizing bits and hence there is no need 
to synchronize every terminal to a master clock.   Therefore, temperature, pressure and 
humidity variations which have approximately the same effects at all frequencies do not 
enter into the calculation of t.   The group delay variation over a six Megahertz bandwidth 
is less than .2 seconds [48|.   For a 1 Megabit pulse rate T = 1 second and t = .2 ^seconds 
Hence, q - .36.   We, therefore, have the error probabilities in Table 9.1 for the suburban 
Boston complex. 

For effective sig,,al-to-noise ratios above 20db there is a threshold effect for error proba- 
bilities.   This is borne out by the negligible error rates.   Even for the degraded specifica- 
tions the error rate is low enough for the most stringent practical data requirements    Fur- 
thermore, at a rate of 10^ pulses/second the FSK signal will occupy the 6MHz bandwidth 
with negligible intermodulation into TV channels. 

Consideration of reflections, intersymbol interference and 60 cycle hum also lead to the 
conclusion that CATV systems are excellent media for packet data transmission. 

The signal levels ir. a CATV system are controlled via AGC and dual pilot carriers.   Ripples 
are kept to less than Idb over the whole frequency band.   In any case, frequency shift 
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Table 9.1:  Error Rates for FSK 

System 
Label 

Type of 
Specification <NC/S) (S/Nr) m P. 

A Undegraded -47db 43db 2        1/2e"5'148:s1/2X10"2'239 

Specs. 

B Undegraded -47db 43db 4       3/4e"57i:s:3/4X10'248 

Specs. 

C Undegraded -47db 43db 8       7/8e"'O4'5:7/8X10"45 

Specs. 

D Boston Specs.      -27db 23db 2        1/2e'51as.5X10*22 

- degraded by 
20db 

keying is insensitive to small amplitude variations.   The effect of group delay error has 
already been taken into account in the use of q in the formula for error probability.   The 
remaining source of intersymbol interference is the reflection of pulses and the effect of 
the reflected pulses on the transmitted data.   There are three types of disturbances due to 
reflections.   In each case, we shall -ee that video restrictions are certainly stringent enough 
to ^void any difficulties for data t.ansmission. 

Periodic changes of minute magnitude uniformly distributed along the cable length, the 
magnitude of changes being essentially equal from period to period, due to the nature of 
the manufacturing process, cause reflections which add in phase at certain frequencies. 
The signal strength relationship of the reflected wave to the incident wave is referred to as 
structural return loss (SRL).   Typical values for the magnitude of SRL are better than 
-26db [43]. 

Assuming that the reflected signal is always of an opposite sign to the original signal, the 
signal level is degraded by at most S-a, where a is the amplitude of the reflected signal. 
The signal-to-noise ratio becomes [53]: 

N       N U     S' 
c 

In other words ^ is degraded by (1 - |) 

For a reflected signal of -26db, (1 - |) is .9975-quite acceptable. 

A localized change or changes on the cable cause echo phenomena.   Low reflection coef- 
ficients of active and passive devices and the use of directional couplers at all subscriber 
taps ensure that the magnitudes of reflected pulses are in the "no ghost range" of Fig- 
ure 9.2 [45, 40).   These are translated into critical distances for different types of cable 
in Figure 9.3.   Thus, for example, considering the reflection on .412 inch cable at Chan- 
nel 13 the critical distance is about 250 feet and the ratio of the magnitude of the reflect- 
ed signal to the magnitude of the original signal is -23db. 
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Randomly distributed changes of random magnitude wnich persist throughout the cable 
length cause reflections which do not add in phase.   These can be taken into account in  ' 
noise calculations and are usually negligible. 

Cable system amplifiers are powered by low voltage 60 Hz power through the co-axial 
cable    This power may be as high as 60 volts (RMS) and currents may run to 10 ampheres 
(RMS) with peak currents even higher.   There are significant harmonics of the power line 
frequencies present.   Some amplifiers use switching mode power supplies with switching 
frequencies in the 10-20 KHz range.   Hash from these switching regulators also finds its 
way mto the cable.   However, both the 60 cycle harmonics and hash limit only the area 
of very lew frequencies which are generally avoided for data transmission. 

9.3   Other Performance Criteria for CATV Systems 

Data users may find cable system reliability quite poor when compared with the common 
earner facilities with which they are familiar.   One of the major problems with data trans- 
mission on CATV Systems is that there is no redundancy of path cables or amplifiers 
There are no government or industry minimal standards for acceptable performance- hence 
performance will vary from system to system.   Many old systems were built to extremely ' 
loose specifications on noise and cross-modulation and have serious reflection problems be- 
cause of the use of unmatched subscriber taps.   Fortunately, systems in large cities and 
new buildings are much newer and are required to meet more exacting standards. 

Even with these systems, the construction norms are still those which satisfy casual TV 
viewers, not data users.   Thus, loose connections cause intermittant transmission condi- 
tions, and momentary "disconnects."   These would cause only minor •■flashes" on a TV 
picture but constitute major data dropouts in a high speed data circuit.   Finally systems 
may be inadequately tested, and hence, in some parts of a CATV System noise and cross- 
modulation levels may not meet written system specifications.   The limiting factor in de- 
termining the performance of the system will not be Gaussian noise interference  but a 
number of practical factors which provide interference, generally categorized as ''impluse 
noise."  These factors are difficult to characterize and include phenomena such as loose 
connections, cracked cable sheaths, and R-F leaks. 

Two factors dominate the specification of any data transmission mode on a CATV System. 

a. That data is sharing a transmission medium with video signals. 

b. Thai there will be a large number of users. 
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9.3.1   Interface with CATV System 

Two Way Options 

The data transmission system must be readily adaptable to a wide variety of existing 
CATV System designs and two-way options. 

Data Rates 

The data signals must not cause visible interference with video signals. 

Installation 

if auxiliary data equipment is to be added to the CATV System, it must satisfy the fol- 
lowing requirements: 

■ It can be installed with only minor changes in the CATV System. 

■ It need be installed in only a small number of locations. 

•       It can be installed rapidly in early hours of the morning to prevent interference 
with TV service. 

Low Cost 

To maximize the marginal utility of data distribution over the CATV System  any equip- 
ment introduced must be inexpensive. >     ?   M   K 

9.3.2   Interface With Population 

Population Density Variations 

Standard transmission configuration options must be available for systems of various sizes 
population densities and percent of active users.   Because of the huge number of potential 
users, all terminal equipment must be simple and inexpensive. 

Unsophisticated Users 

To minimize user interaction with the system operating mode, all terminal equipment must 
be the same for each location; it must use the same frequencies and data rates; and it must 
have no options for equipment modification by the user. 

The MITRE Corporation has patented a system called MITRIX which meets all the above 
specifications [58] and has many other excellent features.   Some of the disadvantages of 
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polling for terminal-oriented networks |50l are the synchronization delays (32] and the 

T^Z0^1 0f Channel bandwidth occupied by simply polling 100,000 subscribers 
MITRIX overcomes both these problems by using a time division multiple access scheme 
Furthermore, since the number of time slots per second is dynamically assigned to a sub- 
scnber  the system also avoids the wasted bandwidth in allocating fixed frequency bands 
(FDM) or f.xed time-slots (TDM) to subscribers who are active for only small amounts of 
time.   The users mterface unit requests a certain number of time slots within frame per- 
lods and these are then allocated by a Computer Digital Interface Unit; a DEC PDP-15 
I he system is highly flexible in structure, efficient and inexpensive. 

9.3.3   Other Considerations 

However  there arc still some tradeoffs involved and for large systems improvements are 
still m the offing.   In particular, we are still faced with the problem that if a subscriber 
logs in at a terminal and makes a request for a certain data rate then he holds those time 
slots until he logs out whether he is actively typing or thinking and not typing.   For small 

systems or systems with a small number of users, this may be an acceptable inefficiency 
in bandwidth use    But for systems like the suburban Boston system it may not be accept- 
able.   As we shall see the factors involved are the available bandwidth, the average ratio of 
active user time to inactive user time in a logged-in period, and the average number of ac- 
tive users.   The alternative which makes more efficient use of bandwidth for high peak to 

average data rates is the random access packed multiplexing method previously derived and 
applied to the satellite channel.   With packets, terminals seize the channel only when they 

arc active.   Hence, more users can be accommodated.   Furthermore, reservations of chan- 
nels are not required.   As we have seen the random access feature results in a channel 
ava.labiluy of l/2e of the band or 1/e for a slotted system.   This is effective if the aver- 
age peak to average data rate is greater than the number 2e or e, respectively. 

9.4   Number of Active Terminals for Random Access Pa.iket Sample System 

We have seen in Chapter 5 that for an unslotted random access packet channel the maxi- 
mum number of active terminals kmax is given by (2eA r)^.   If we let d be the pulse dura- 
tion and let 7 be the number of pulses per packet, then kmax is (2eX7d)-1 where X7 has the 
imension of pulses/second per terminal.   For a two level FSK system, this is the same as 

bits/second per terminal.   In Figure 9.4 wc plot the maximum number of active terminals 
versus Xy for the systems in Table 9.2 using the above equations.   The curves labeled A 
B.C and D correspond to the slotted system in Table 9.2 labeled A,B,C, and D.   The lines 
labeled A , B', C, and D", are for the corresponding unslotted systems, 

We can now examine Figure 9.4 to determine system performance under some typical data 
transmission requirements.   For a data rate of 40 bits/second per terminal, a single trunk 
can handle 4000 terminals with a slotted system (1 Megabit/sec) with an error rate of 
10       at a signal to noise ratio degraded by 20db.   The average number of TV sets per 
trunk in the suburban Boston system is approximately 27,000.   Hence, the simplest 
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PULSES PER SECOND PER TERMINAL 

1000 

Figure 9.4; Performance of Random Access Packet Cable System 

modulation scheme will handle one third of all terminals as active terminals.   At 100 
Kbits/second, the system will handle 900 active terminals. 

The reason for considering a 100 Kbits/second channel instead of 1 Megabit/second chan- 
nel is that it allows more adaptability for local point-to-point traffic with the addition of 
standard digital devices such as concentrators or routers.   Of course, if this is not required, 
the 1 Megabit channels can be used. 
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Table 9.2:  Number of Active Users Per Trunk 

Data 
Rate 

Slotted System Unslotted System 

1 Megabit/sec. 

100 Kilobit/sec. 

9,000 

900 

4,500 

450 

We will use the terminology of the cable TV industry in describing the direction of signal 
flow.   Signals traveling from the head end toward terminals will be said to be directed in 
the "forward" direction on a "forward" link and signals traveling from terminals toward 
the head end will be said to be directed in a "reverse" direction on a "reverse" link.   A 
convenient synonym for "forward" will be "downstream," and for "reverse" wil be "up- 
stream."   To install the device to be described in the forward and reverse channels simple 
duplex and triplex filters can be used.   The devices are illustrated schematically in Fig- 
ure 9.5. 

9.4.1 Carrier Frequency Conversion 

In the Jmplest version of a data system, two carrier frequencies are used; one for forward 
transmission from the head end to the terminals, and one for reverse transmission from the 
terminals to head end.   Let us call these angular frequencies o;f and ur respectively.   The 
next simplest option is to use frequency converters at a small selected set of points in the 
system.   In the forward direction, the converter converts from aj'f to wf and in the reverse 
direction, it converts from wr to oj'r.   The net result is that the terminals still receive and 
transmit at the frequencies wf and cjr.   However, in the trunk between the converters and 
the head end, there are four frequencies in use, wr) w'r) cjf and w'f so that in these trunks 
twice the traffic can be handled. 

The advantages of this scheme are: 

a. All terminals are identical. 

b. The capacity of the system is increased since two channels are available in each 
direction for heavy traffic sections of the cable. 

9.4.2 Routing 

There is no requirement for routing since a basic premise is that all receivers listen to all 
messages that reach them and merely select the ones addressed to them.   Nevertheless, we 
will consider the addition of some primitive low cost routing schemes and qualitatively in- 
dicate their effect on system capacity. 

9.11 
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(a)     CONVERTER 

wf/dL 

w'r'dH 

(b)     COMPRESSOR 

w'r'dH 

(d/     FORWARD ROUTER 

Device schematics; devices indicated by squares. 

Carrier frequencies co,, w'r reverse; cof, w'f, forward. 

High data rate dH; Low data rate, dL. 

(eJ     LOCAL ROUTER 

Figure 9.5:   Concentration Alternatives for Packet Cable System 
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Lei us now consider these system options in the presence of local >„ff,v    TI, 

sion.   In particular, Lo"^;, U" " ^^rCnVr:'.;? ^ '"l tra"SmiS- 
can be intercepted and routed at a ronHno c3 u      / e meSSage between them 

end.   Such routing is   a"^ than traVel al1 the ^ to the head 
^^^ g /oca, routmg.     Local routing reduces the traffic on the main 

9.4.3   Compression 

a.     All terminals operate at low data rate. 

rates at Wr and cof.   Thus, the number of compressors required is small. 

9.4.4   Concentration 

Finally, the compressor at junctions may be replaced by a concentrator    That k 
arriving simultaneously on two or mure link, in »h« ^"nirator.   That is, messages 

out sequentially at the higher dataTate    Th 7^ direCt,0n ™ buffered and sent 

from the concemrato  a to o^ate at  heZl   I T^ ^ ^ '^^ 
system capacity even further 8    ' data "^ and hence ,ncreases the 
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Figure 9.6a:   Key Map 
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Figure 9.6b:   Map 1 
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Figure 9.6d:   Map 3 
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Table 9.3 Feasible Designs for Central Transmission Mode 
At 100 Kbps Data Rate 

% Active 
Terminals Slotted Umlotted 

1% No devices No devices 

3% No devices Converter at (a) 

10% Compressors at (b) & (b'l Compressors at (c") and 
Concentrators at (b), (c), 
and (c'l 

15% Compressors at (c'') and 
Concentrators at (b), (c) 
and (c'l 
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Chapter 10 

PACKET RADIO NETWORKS FOR LOCAL ACCESS-INTRODUCTION 

10.1    Network Overview 

The main features which distinguish the Packet Radio System from a poim-to-point packet 
switching system (such as the ARPANET) are:   (i) devices in the system transmit packets 
by using a random access scheme, and (ii) devices broadcast so that packets can be trans- 
mitted to several devices simultaneously, and/or several packets can be simultaneously re- 
ceived by a receiver due to independent transmissions of several devices.   These features 
have a major impact on practically every aspect of network considerations. 

There are three basic functional components of the Packet Radio System:   the Packet 
Radio Terminal, the Packet Radio Station, and the Packet Radio Repeater.   (See Fig- 

ure 10.1.) Packet Radio Terminals will be of various types, including personal digital ter- 
minals, TTY-like devices, unattended sensors, small computers, display printers, and posi- 
tion locatior   levices. 

In some applications the Packet Radio Station will be the interface component between 
the broadcast system and a point-to-point network.   As such it will have broadcast chan- 
nels into the Packet Radio System and Link channels into the point-to-point network. 
In addition, it will perform accounting, buffering, directory, and routing functions for the 
overall system. 

The basic function of the Packet Radio Repeater is to extend the effective range of the 
tefminals and the stations, especially in remote areas of low traffic, and thereby increase 
the average ratio of terminals to stations.   A more detailed discussion of the ■ etwork 
hardware functions can be found in Section 10.2. 

The devices (repeaters, stations, and terminals) of the Packet Radio System communicaie 
in a broadcast mode using a varient of the Aloha random access method [ 1 |. 

Stations will be allocated or, the basis of traffic.   Thus, to first approximation, we can 
think of partitioning the area to be covered into regions of equal traffic and allocate one 
station for each region.   In regions of low traffic density, the statin may not be in "line 
of sight" of all the terminals in the region; ner.ce repeaters are used to relay the traffic to 
the station.   Thus, repeaters correspond to - geographical partition of the area into sections 
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PACKET RADIO NETWORK 

^l^U 

PACKET RADIO TERMINAL 

PACKET RADIO REPEATER 

PACKET RADIO STATION 

POINT TO POINT 
TERRESTRIAL CHANNEL 

SATELLITE CHANNEL 

POINT TO POINT NETWORK 

Figure 10.1: Packet Radio System 

small enough so that each terminal can communicate with a repeater and its messages be 

relayed by repeaters to a station. 

In areas of high traffic, such as urban areas, repeaters may not be needed:   in fact, the 
problem may be that a station can communicate with more terminals than it can handle. 
Broadcast of data in urban areas is also complicated by multipath interference [52].   The 
rapidly expanding Cable Television Systems within urban areas offer an attractive alterna- 
tive to over-the-air broadcasting, except for mobile users who must use broadcast tech- 
niques.   As we have seen, the same general packet radio concepts can be applied to broac- 

band Cable Systems. 

10.2   Network Elements 

10.2.1   Nodes 

In this section we discuss the devices' functional capabilities which are necessary for com- 
munication in the Packet Radio network. Functional requirements of these elements not 

directly related to communication are not discussed. 

Terminals 

There are two categories of terminals; (a) those which usually await a response to a mes- 
sage they transmit (e.g., manually held radio terminals, small computers), and (b) those 
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which do not require such responses or acknowledgements (t.g., unattended sensors, posi- 
tion indicators).   Some terminals in the former category will usually send and/or receive 
several packets in one message. 

Necessary or desirable communication capabilities ol  ' terminal: 

a. Ability to laentify whether the packet is addressed to its ID. 

b. Calculation of packet checksum. 

c. Capabilities related to packet routing such as; retransmitting packets when ac- 
knowledgements are not received, recording and using a specific ID of a repeater 
and/or station to be used for other packets of the same message, counting the 
number of retransmissions. 

d. Capabilities related to the response to previously determined types of error. 

e. For unattended terminals, capabilities by which a centralized control or a sta- 
tion will be able to identify whether the terminal is operative or dead. 

Repeaters 

Functional capabilities for repeaters include: 

a. Calculating packet checksum. 

b. Packet storage and retransmission. 

c. Capabilities by which a station can determine whether a particular repeater (or 
any repeater in a particular area) is operative or dead. 

d. Capabilities 1, 3, and 4 of terminals. 

e. Capabilities, dependent on the routing strategy, for calculating the most efficient 
next repeater on a transmission path to a station or to a terminal. 

Stations 

Among the stations' functional capabilities are: 

a. A directory of terminals and repeaters in its region. 

b. Operations necessary to convert packets from the Packet Radio System into 
packets used in the point-to-point network and conversely. 
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c. Storage buffers for packets received from terminals and for packets to be trans- 
mitted to terminals. 

d. Storage for character position information for active terminals which do not 
have this capability. 

e. Accounting capabilities. 

f. Capabilities related to routing, flow control, and network management. 

10.2.2  Channels 

Communication between devices is by broadcast, using a variant of the ALOHA random 
access method,   ./iany aspects of the broadcast channel are of peripheral interest in the 
network design of the system; however, some factors are crucial for determining the be- 
havior of the network.   By ALOHA transmission we mean the use of a shared channel 
which is randomly accessed by more than one user.   In the simplest case users transit 
equal size packets, each using a data rate equal to the channel data rate several modes of 

operation are possible.   The two simplest are:   a non-slotted (asynchronous) mode in which 
users can access the channel at any time, and a slotted (synchronous) mode in which users 
can access the channel only at the beginning of a slot of time duration equal to a packet 
transmission time.   In the latter case, a form of synchronization is required since each 
user must determine the beginning time of each slot.   The following theoretical results as- 
sume that, if two or more packets overlap, none is correctly received, and each must be 
retransmitted.   Such a system is called a system without capture. 

The simplest analytic results assume that there are an infinite number of users and that 
the point process of packet origination and the point process of packet originations plus 
retransmissions are Poisson with mean S and G, respectively; constant transmission time T 
for each packet is also assumed.   Then, if a packet begins at some random time, the prob- 
ability that it is correctly received (no overlapping, collision or conflict) in the nonslotted 
case is e"2GT.   The reception rate, equal to the origination rate (assuming that colliding 
packets are retransmitted until correctly received) is S = Ge~2G1.   The effective channel 
utilization is ST = GTe"2GT, and the maximum utilization is Max(ST) = 1/2e.   For the 
slotted case, the probability of collision is e"GT which leads to 1/e as the maximum uti- 
lization.   GT, the channel traffic is equal to 1/2 and 1 at a maximum effective utilization 
for the non-slotted and slotted case, respectively |1 ]. 

In the original ALOHA system, implemented at the University of Hawaii [2], a central 
station communicates with several remote sites.   The system contains two channels-one 
for station-to-site traffic and the second for site-to-station traffic.   This has several advan- 
tages for the ALOHA system.   First, the station broadcasts continuously to furnish syn- 
chronization between all sites.   Second, station-tosite traffic is coordinated by the station 
so that messages from the station do not collide with one another.   Thus, if the traffic 
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from the station has a separate channel from the reverse traffic, retransmissions are sub- 
stantially reduced.   Allocating separate channels for inbound and outbound station traffic 
is not as attractive when repeaters and multiple stations are introduced.   This channel al- 
location problem is presently under investigation.   Channel improvements also appear to 
be possible by using Spread Spectrum Coding, which offers the possibility of time capture. 
Competing packets arriving during the transmission time of the first may be ignored if 
their signal strength is not too great.   When the transmitters are widely distributed  geo- 
metric or power capture is also possible [46].   With or without spread spectrum a'com- 
petmg signal which is much weaker (further away)  than the desired signal will not inter- 
fere.   Both types of capture can give rise to performance superior to that predicted by 
the simple unslotted ALOHA model.   However, capture biases against more distant trans- 
mitters since the probability of a successful transmission to the station decreases as the 
distance from the station increases.   Hence, it results in the increase in the number of re- 
transmissions and consequently in the delay. 
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b. For system reliability, more than one station must be able to transmit via re- 

peaters to each terminal.   Thus, there can be conflicts between adjacent stations 
which reduces the useable bandwidth and also introduces coordination and rout- 
ing problems. 

c. In general, there will be many routes between any given terminal and any given 
station.   Consequently, more conflicts can result than would be the case if the 
terminals communicated with a station. 

11.2   Device Location 

To provide line-of-sight coverage of an area where mobile terminals or fixed terminals are 
transmitting by radio from unspecified locations we must locate repeaters so that any such 
terminal will be in line-of-sight of repeaters and that there be reliable connections between 
everv pair of terminals (and repeaters).   More precisely, we wish to minimize the installa- 

tion cost and maintenance cost of the repeaters subject to a constraint on the reliability of 
service. 

In general, determining if line-of-sight microwave transmission between two points is pos- 
sible  involves taking into account many factors including wave-length (Fresnel zones), 
weather conditions (effective earth radius), antenna design, height, topography, etc.   Never- 
theless there are methods for making such calculations (421.   In this rctlufl, we describe 
methods for using the results of these determinations to choose good locations for the 
repeaters. 

It is impractical to consider all possible locations of repeaters and terminals, which theo- 
retically are infinite in number.   We limit outselves to a finite set R of possible repeater 
locations and a finite set T of possible terminal locations.   How the set R and T are chosen 
will be of great computational importance and will probably be chosen adaptively.   But for 
the time being, we assume R and T known and fixed. 

The principal and immediate interest is in an appropriate mathematical model of the situa- 
tion and some indications on how to solve the problem.   The first problem is the proper 
choice of reliability measure or grade of service.   We assume that the radio network is for 
local distribution-collection of terminal traffic with rates small compared to the channel 
capacity so that throughput capacity is not a constraint.   That is, if any path through the 
network exists for a given pair of tem.ir.als we assume there is sufficient capacity for traf- 
fic between them.   Possible measures of network reliability that have proved useful in the 
analysis of communication network [55] are the probability -hat all terminal pairs can com- 
municate and the average fraction of terminal pairs which can communicate.   However, for 
network synthesis as distinguished from analysis these measures appear too difficult both 
from computational and data collection points of view.   This suggests the "deterministic" 
requirement that there exist k node disjoint paths between every terminal pair.   This guar- 
antees that at least k repeaters or line-of-sight links must fail before any terminal pair is 
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disconnected.   Let tne cost of a repeater at location r t R be c(r) and cIR0) = 
1  j c(r)   | rtRc 1  where R CR.   Then, we can formulate: 

Problem I 

Find R*CR minimizing c(R*) subject to the constraint that for all ttT and riR* there 
exist k node disjoint paths from t to r. 

One might demand only that there be k node disjoint paths between every pair of termi- 
nals instead of between each terminal-repeater pair, but we arc assuming that communica- 
tion always takes place through a "station" which could be any of the repeaters.   The an- 
alysis of the terminal to terminal model is similar in any case. 

The constraint can be broken into two parts: 

a. k-fold set covering:   The repeaters must ue located so that at least k of them 
are in line-of-sight with each terminal, and 

b. k redundancy:   Between each pair of repeaters there must be k node disjoint 
paths. 

Because the repeaters will have substantially greater range than terminals, the first aspect 
of the constraint will ordinarily be dominating.   Moreover, it can be shown that the prob- 
lem of minimizing costs of repeater locations subject to k-cover constraints is mathemati- 
callv equivalent to 1-covering. 

The 1-cover problem is the classical set covering problem. Extensive research has been and 
is being done on this problem, but there is good evidence—empirical [26| and theoretical- 
that the problem is intrinsically difficult. 

Given the limited success to be expected from exact algorithms in solving large scale prob- 
lems, we have been led to consider heuristic methods to find good solutions to the k-cover 
(of terminals by repeaters) problem which is typically large scale.   It is intuitively appeal- 
ing to consider a terminal as particularly critical if it is adjacent to few repeaters.   (!n the 
extreme cases, if a terminal has fewer than k adjacent repeaters, the problem is infeasiblc 
and if it has exactly k adjacent repeaters, all of them must be chosen for any feasible 
solution).   Similarly, a repeater is desirable if it is adjacent to a large number of terminals, 
especially if the terminals are highly critical.   The heuristic algorithms systemize these in- 
tuitive notions in the search of a "good" solution. 

The size of test problems solved varies from problems with as few as 5 repeaters and 5 
terminals to problems with as many as 400 repeaters and 400 terminals.   Roughly speak- 
ing, the computation time was directly proportional to the size of the incidence matrix 
and the cover multiple required.   The computer used is a PDP-10 (time sharing).   The 
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larger problems (400 repealers, 400 termimls, 2-cüver) were solved in 70 sec or less.   The 
time, as may be expected, is dependent on the density of 1 's in the incidence matrix.   Thus, 
the maximum time recorded arose from termirals-repeaters configuration where each re- 
peater covers many repeaters.   The running tine is of the order of   i T i x l R |2 where 

T    and l R i   are the number of terminals and repeaters respectively. 

We ran a number of problems with the heuristic code and for comparison with the Ophelie 
mixed integer prograrrming code running on a CDC 6600 compi ter.   The Ophelie code uses 
the branch-and-bound method.   In the case of very simple problems (8 repeaters. 9 termi- 
nals, 2-cover) there was essentially no difference in running time (presumably most of the 
time, less than .5 sec, was spent in setting up the problem).   Running experience with the 
Steiner triples' problem described in the next section, yields a ratio of 500 to 1 between 
the Ophelie time and the heuristic code time when solving the smalkr problem A27 (117 
terminals, 30 repeaters, 1-cover, and no comparison is available for the larger problem A45 

(330 terminals, 45 repeaters) since for eximple, the MPSX code failed to reach a solution^ 
in more than one half hour on an IBM 360-91.* 

Comparison in running time is naturall> not completely valid, since most of the computa- 
tion time in the Ophelie code can be spent just checking if a given sokition is optimal. 
The heuristic method does not try to check the optimality of its solution    However, in 
general, results with the heuristic code have been extremely good.   When the heuristic so- 
lution deviated from the optimal solution, the problem usually involved numerous tries 
for the maximum «.Wl   = 1, 2, 3, 4 such as in the Steiner triples' problems.   In all prob- 
lems that were generated to resemble the packet radio terminal-repeater problem, the 
heuristic algorithm reached the optimal solution (in those problems for which we are able 
to determine the optimal solution). 

;23| report on two covering problems which they characterize as computationally difficult. 
Ea h problem is defined by tne klcWenu matrix of a Steiner triple system. The first 
problem, labelled A27 is a 1-cover problem with 117 terminals and 30 repeaters.   The 

second problem, labelled A45, has 330 terminals and 45 repeaters and is also a 1-cover 
problem.   Data for both problems can be found on pages 9 and 10 of |231.   The problems 

are considered to De difficult because of the large number of verifications (branching in branch- 
and-bound, costs in cutting methods) required to establish that a given solution is in fact 
optimal. 

The heuristics developed are dependent on the order in which the repeaters are presented 
to the algorithm.   One hundred random permutations of the repeater ordering was tried 
for each of the two Steiner problems.   In each case, the heuristic obtained the optimal so- 
lution for the smaller problem and for the larger problem, three solutions out of the 100 
equaled the conjectured optimal solution of 30 repeaters.   The remaining 97 were within 

*Private Communication, |23| 
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3% of the optimals.   On the other hand, we have constructed other artificial oroblerm on 
which the heuristic performs abysmally. 

Another test problem used to compare various techniques to solve the k-covering problem 
was generated by using real data obtained from a topographical map for the region of Paio 
Alto.   This part of the U.S. was selected because it contained many interesting topographi- 
cal attributes:   a flat terrain (salt flats, the region surrounding the Bayshore Freeway), an 
urban center (Palo Alto and neighboring communities) on slightly sloping terrain and fi- 
nally a hilly region (with valleys, small plateaus, etc.).   Moreover, at this time, it appears 
that a reduced scale experiment of a packet radio network will be installed in the Palo Alto 
area. 

LOS Computation 

To determine if a terminal at location j can be seen from a repeater at location k, we pro- 
ceeded as follows.   It was assumed that if nc particular high construction (building, water 
tower, etc.) was available to install the repeater's antenna, it would be installed at 30 feci 
above the ground level (making use of a tree, telephone pole. etc.).   The terminals were as- 
sumed to be 5 feet above ground level.   The points were said to be in LOS if the first 
Fresnel Zone associated with transmission between these two points was free of any 
obstacle (see Figure 11.1). 

(■"RESNEL ZONE 30 FT  REPEATER 

5 FT TERMINAL 

Figure 11.1:  Relationship Between Terrain and Antenna Heights 
for Fresnel Zone 

To compute the Fresnel Zones, we assumed that transmission wojld occur at 1500 MH/ 
conesponding to a wave length X " .2m (7.87 in.). 

The problem was solved by the heuristic algorithm and by Ophelie.   (A rapid analysis of 
the terminal-repeater adjacency rratrix shows that none of the optimal » !utions would 
have been generated if one had used the more simplistic approach of selecting the repeater 
with highest adjacency degree.   Such a selection yields quite different answers requiring a 
larger number of repeaters). 
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The optimal solution requires the installation ot 14 repeaters (different runs with the 

heuristic showed that there were, in fact, a number of optimal solutions with 14 repeaters). 
The total running time for Ophelie was approximately 12 CPU sec excluding set up time. 
The SETCOV required 3 sec to produce a solution.   The relative success of the Ophelie 
code must, at least in part, be attributed to the (act that the linear programming solution 
(which is used to initiate the branch-and-bound part of the code) is actually the optimal 
solution    The input contour co.,figuration and repeater location solution for this sample 
problem are shown in Figures 11.2 and 11.3, respectively 

11.3   Network Topological Reconfiguration 

From the general topological considerations, it is apparent that the routing and flow con- 
trol algorithms will be the mam factor which will determine the efficiency of the Packet 
Radio System.   However, there arc two contradictory requirements; reliability considera- 
tions advocate that every repeater should be able to transmit to several repeaters; on the 
other hand, efficiency consideration suggest that one repe-'er should receive and relay the 
packet, preferably the repeater along the shortest path to the destination    A sensible so- 
lution is to assign to the set of repeaters a structure which will transform the broadcast 
network to a point-to-point network for routing purposes.   The problem is that the con- 
nectivity of devices is changing, and therefore, it is necessary to develop algorithms for 
dynamically changing the network structure (reconfiguration) under certain conditions. 
Examples of a changing topology are when the network is mobile (e.g., a fVcket Radio 
System for a fleet of ships), drainage of battery power of repeaters placed in inaccessible 
environments, or when repeaters fail to operate- 

In |41 |, we propose algorithms for dynamically changing the network configuration.   It 
is assumed that every repeater and station have a fixed ID, and that there is a simple rout- 
ing algorithm however inefficient, which is independent of any network structure.   The 
process contains three steps: 

STEP I 

Mapping the network connectivity. This is obtained by a process in which stations trans- 
mit packets to repeaters, requesting each to respond with a trace packet into which every 
repeater along the path adds its fixed ID. 

STEP II 

Determining network strjcture.   The connectivity information obtained above is used to 
obtain a network structure which has several properties; for example, it enables every packet 
to be routed along the shortest path (minimum number of hops); it determines the repeaters 
which are not needed for relaying packets and which should be temporarily disabled. 
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Figure 11.2:  Contour Map and Availeble Repeater Locations for Example 
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Figure 11.3:   Repeater Covering for Example 

STEP III 

In this step, the stations transmit the structure information to repeaters and test each path 
in both directions. 
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Chapter 12 
PACKET RADIO SYSTEM CHANNEL CONFIGURATION 

12.1   Split versus Common Channel 

Apart from the suitability for mobile terminals, random access schemes offer an attractive 
alternative to fixed assignment of channel capacity (FDM, TDM A) for applications charac- 
terized by traffic of a bursty nature.   (I hat is, when the traffic requirements of users can 
be characterized as having a high peak to average data rate.)   This is because at any given 
time, the capacity assigned to non active users is not utilized, whereas the active users ex- 
perience relatively long delays due to the low data rate available to each. 

We pursue this same argument one step further and investigate for the packet radio system 
whether we should have two channels, one for transmission from terminals to stations and 
the secord in the reverse direction; or alternatively whether we should dynamically share 
the total capacity (common channel).   This problem was investigated for a single hop net- 
work in which n stations communicate with an infinite number of terminals using the 
slotted ALOHA random access scheme |28|.   In the model it is assumed that all stations 
and terminals are within an effective transmission range of each other, that the processes 
of packet originations and packet originations plus retransmissions are Poisson, and that 
there is a ratio a of the rate of packets which originates from stctions to the rate which 
originates from terminals. 

Figure 12.1 shows the comparison of the maximum effective utilization of the two configu- 
rations as a function of a with the number of stations, n, as a parameter.   The subscripts 
s and c denote the split (into equal parts) and common configurations, respectively.   The 
conclusion from this is that if the ratio a is not known or if it varies, it is preferable to 
share dynamically the total capacity.   Figure 12.2 shows an example of the average de- 

lay of a packet in the system (weighted average of packet in the two directions) as a func- 
tion of the total throughput, for the case a = 10.   The difference in the packet transmis- 
sion time (slot) due to the difference in the data rates of the two configurations has been 
taken into account.   The superiority of the common channel configuration in this case 
(a = 10) is clearly demonstrated. 

12.2   Directional Antennas and Multiple Transmitters 

Another problem related to channel configuration is the possible use of directional antennas 
by repeaters and/or stations and the advantage (if any) of using multiple directional 
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LOG (ALFA) 

Figure 12.1:   Maximum Utilization vs. Split and Combined Channel Parameters 

transmitters. This problem was investigated for a 2-hop and single station packet-radio 
network \29\. The investigation was done assuming separate channels from station to 
terminals and from terminals to station, and for the slotted ALOHA random access scheme. 

12.2.1   Transmission From Terminals To Station 

Consider a 2-hop system with m repeaters and a single station as shown in Figure 12.3. 
The traffic originates from terminals and is destined to the station.   A terminal transmits 
its packets to a repeater (hop 1), which in turn transmits the packets to the station (hop 2). 
The transmission protocol is as follows;   when a packet becomes ready for transmission, 
it is transmitted into the next slot; the device then times out waiting for an ack, and if one 
is not received the packet is retransmitted at a future random slot. 

We use the following assumptions.   The combined process of packet originations and pac- 
ket retransmissions, from each set of terminals to a repeater, is Poisson.   The probabilities 
of transmission by a repeater into different slots are independent.   The probability of trans- 
mission by two or more repeaters into a randomly chosen slot are mutually independent; 
and the probability of transmission into a random slot by a terminal and by a repeater are 
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Figure 12.2:  Delay vs. Throughput, a = 2.5 

independent.   Furthermore, we assume that the terminal transmission range is short, so 
that it can reach only one repeater.   On the other hand, the transmission from a repeater 
to the station can interface with the transmission of terminals to 1-1 other repeaters; 
1 < 1 < m. 

The effect of directional antennas at repeaters is that the transmission from repeaters to 
the station is directed towards the station and does not interfere with the transmission of 
terminals to other repeaters.   Thus, it is the special case with 1 = 1.   We notice, however, 
that directional antennas do not increase the capacity of the hop from repeaters to station 
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Figure 12.3:  Transmission from Terminas to Station 

because all antennas are directed towards the same physical location where the station is 
placed and where the conflicts may occur. 

Figure 12.4 shows the capacity of the system as a function of the number of repeat; .'s, m, 
for I = m and 1 = 1, which is equivalent to omnidirectional and directional antennas respec- 
tively.   One can see that there is a significant gain in capacity when using directional an- 
tennas only when m = 2, and a small gain for m = 3; for m 5* 4 the capacity of the system 
does not increase. 

As far as the number of repeaters is concerned, one can see 2 or 3 repeaters would be a 
good design; and additional repeaters that may be added because of other considerations 
(such as area coverage) will result in a reduction in the system capacity.   Another problem 
investigated is the critical hop.   That is, when the capacity of the system is reached, it is 
due to the saturation or the hop from terminals to repeaters or that from repeaters to the 
station.   The results demonstrate that when the number of repeaters, m, is small the criti- 
cal hop is from terminals to repeaters, wht,oas when m is large the critical hop is from re- 
peaters to station.   The exact number at which the change occurs depends on the inter- 
ference parameter I. 

12.2.2  Transmission From Station To Terminals 

In this section, we consider the second channel which is used for transmission from the 
station to terminals via repeaters.   It is assumed that the effective transmission range of 
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Figure 12.4:  Network Throughput vs. Number of Repeaters: 
Directional and Non-Directional Antennas 

the station is such that it interferes with the transmission from repeaters to terminals.   How- 
ever, we assume that terminals are not designed to directly receive from the station.   We use 
the same assumptions as in the previous section    A transmission from the station to R- can 
be interfered with by transmissions from the I repeater, in the interfering set of R- when 
these repeaters transmit to their terminals (T's).   A transmission from Rj to T can 'be in- 
terfered by a transmission from the station to any repeater or by the I - 1   excluding R-, 

repeaters in the interfering set of Rj.   For consistency with the interference model in the 

previous section we assume the same energy-per-bit-to-noise-density for detection with equal 
error rates, by the repeaters and by the terminal and that the repeater uses a higher trans- 
mitler power than terminals. 

Figjre 12.5 shows the capacity of the system as a function of m for I = 1 and I = m, both 
for an omnidirectional and directional anicnn^ from the station to repeaters.   Further in- 
vestigations for this case were performed and the conclusions follow. 

a. The interference of the station with the transmission of repeaters to teiminals 
significantly reduces the system capacity. Thus, if possible, it is important to 
enable terminals to receive such transmissions directly, without retransmission 
by the repeater. 
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Figure 12.5:  Number of Repeaters vs. Capacity 

The system capacity is reduced substantially when the interference level between 
repeaters is increased.   Note that this is not the case when transmitting to the 
station.   Consequently, it is important to reduce the interference factor by a 
mechanism such as adaptive power. 

A directional antenna at the station significantly increases the system capacity 
wl en the interference level between repeaters is low to moderate.   This is not 
tht case when the interference level is high, since the throughput on the hop 
from repeaters to terminals is limited due to this interference. 

When the station has directional antennas, then multiple transmitters and antennas 
may further increase significantly system capacity.   In this case one can obtain 
a capacity greater than 1. 

12.6 

 ^__ J 



■PW 

Network Analysis Corporation 

Chapter 13 
PACKET RADIO SYSTEM ROUTING 

AND ACKNOWLEDGEMENT CONSIDERATIONS 

13.1   Routing Problems 

Problems that arise in controlling traffic in a oroadcast net include: 

a. A packet transmitted can be receh ed by many repeaters or stations or not be 
received by any. 

b. Many copies of the same packet can circulate in the broadcast network. 

c. Many copies of the same packet can enter the point-to-point network at 
different stations. 

Indications of the consequences of not imposing a suitable flow control mechanism can be 
observed from idealized combinatorial models. 

In these ideal models, the repeaters are .ocated at corner points of an infinite square end 
and t.me ,s broken into unit intervals, each slotted into segments.   A packet transmitted 
by a repeater can be received only by its four nearest neighbors.   If a packet is correctly 
received by a repeater, it is retransmitted within the next unit interval of time at a random 
t.me slot w.th.n the interval.   Suppose now that a single packet originates at the origin and 
that the transmission plus the propagation time falls within one unit interval of time    Then 
alter n intervals of time: 

a. The number of repeaters which receive the packet for the first t.me, B(n), is: 

B(n) = 4n, n > 1   B(0) = 1 

b. The number of repeaters through which the packet passed, A(n), is: 

n 
A(n) ■ r     B(j) ■ 2n2 +2n + 1, n>0 

j=0 
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c.      if we assume that a repeater can receive and relay a large number of packets 
within the same time interval, the number of copies of the same packet received 
by a repeater at coordinates (d,j) after d + 2k units of time is: 

Nf (d ■* Jk) ■  (^ )  ("; ^ )       fo, .argc k    2"^ 

where d is the number of units of time that the packet requires to arrive from 
the origin to the repeater, and j is the horizontal number of units. 

Unless adequate steps are tak^n, the explosive proliferation of redundant packets will se- 
verely limit the capacity of the system.   One can now recognize two somewhat distinct 
routing and control problems: 

a. To ensure that a packet originating from a terminal arrives at a station, prefer- 
ably using the most efficient (shortest) path, 

b. To suppress copies of the same packet from being indefinitely repeated in the 
network, either ty being propagated ir endless cycles of repeaters or by being 
propagated for a very long distance 

13.2   Proposed Routing Techniques 

There are two key objectives in developing a routing procedure for the packet radio sys- 
tem.   First, we must assure, with high probability, that a message launched into the net 
from an arbitrary point will reach its destination.   Second, we must guarantee that a large 
number of messages will be able to be transmitted through the network with a relatively 
small lime delay.   The first goal may be thought of as a connectivity or reliability issue, 
while the second is an efficiency consideration. 

13.2.1   Undirected Routing 

A rudimentary, but workable, routing technique to achieve connectivity at low traffic 
levels can be simply constructed by us:ng a maximum handover number |4| and saving 
unique identifiers of packets at each repeater for specified periods of time.   The handover 
number is used to guarantee that any packet cannot be indefinitely propagated in the net. 
Each time a packet is transmitted in the net, a handover number in the header is incre- 
mented by one.   When the handover number reaches an assigned maximum, the packet 
is no longer repeated and that copy of the packet is dropped from the net.   Thus, the 
packet is "aged" each time it is repeated until it reaches its destination or is dropped be- 
cause of excessive age. 

If the maximum handover number is set large, extensive artificial traffic may be generated 
in areas where there is a high density of repeaters.   On the other hand, if it is set small, 
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packets from remote areas may never arrive at stations.   This problem .an be resolved as 
follows:   We assume that every repeater can calculate its approximate cistance in numbers 
of hops to stations by observing response packets.   The first repeater which received the 
packet from a terminal sets the maximum handover number based on its calcuia ed dis- 
tance from the station.   The number is then decremented by one each time it is relayed 
through any other repeater.   The packet is dropped when the number reduces to mo 
When | station transmits a packet, it will set the maximum handover number by "know- 
in)!    the approximate radius in "repeaters" in its region. 

Even if a packet is dropped after a large number of transmissions, local controls are needed 
to prevent packets from being successively "bounced" between two or a small number of 
repeaters wh.ch repeat everything they correctly receive.   (Such | phenomena is called 

cycling   or "looping.")   A simple mechanism to prevent ihis occurrence is for repeaters 
to store for a fixed period of time entire packets, headers, or even a field within the 

header that uniquely identifies a packet.   A repeater would then compare the identifier 
of any received par^t against the identifiers in storage at the repeater.   If a match oc- 
curred, the associated packet would not be repeated. 

The time allotted for storage of any packet identifier would depend on the amount of 
available storage at a repeater and the number of bits required to uniquely identify the 
packet.   For example, more than 4K packets could be uniquely identified with 12 bit 
words.   Thus, 4K of storage could contain iarntifiers for nore than 300 packets    With a 
500 Kbps repeater to repeater common chaniel for broadcast and receive and 1 000 bit 
packets, this would be sufficient siorage for over 1.5 seconds of transmission if Ihe chan- 
nel were used at full rate.   Assuming a single hop would require about 20 millisecond; of 
transmission and retransmission time, a maximum hop number of 20 would guarantee that 

any packet would be dropped from the s^tem because of an excessive number o^ retrans- 
m.ss.ons long before it could return to a previously used repeater not containing the packet 
identifier. 

The combination of loop prevention and packet aging with otherwise indiscriminate repe- 
tition of packets by repeaters will enable a pa ket to travel, on every available path  a 
maximum distance away from its origin equal to its original handover number    Thu's  if 
the maximum handover number is larger than the minimum number of hops between the 
terminal and the nearest station, a packet accepted into the net should reach its destina- 
tion.   Unfortunately, with this scheme, copies of the packet will also reach many other 
points, with each repetition occupying valuable channel capacity.   However, if those pac- 
kets for which adequate capacity is not available are prevented from entering the net   the 
network will appear highly reliable to accepted packets. 

The above routing scheme is an undirected, completely distributed procedure    Each re- 
peater is in total control of packets sent to it, and the stations play no active part in the 
system s routing decisions.   (They must still play a role in flow control.)   In the above 
procedure, no advantage is taken of the fact that most traffic is destined for a station 
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cither as a terminus or as an intermediate point for communication with elements of a 
different network.   Also, the superior speed and memory space of the station is ignored. 
For efficiency, one is therefore led to investigate directed (hierarchical) routing procedures. 

13.2.2   Directed Routing 

A directed routing procedure utilizes thj stations to periodically structure the network for 
efficient flow paths.   Stations periodically trans nit routing packets called labels to repeaters 
to form, functionally, a hierarchical point-to-point network as shown in Figure 13.1    Each 
label includes the following information: 

a. A specific address of the repeater for routing purposes 

b. The minimum number of hops to the nearest station 

c. The specific addresses of all repeaters on a shortest path to the station (In par- 
ticular, the label contains the address of the repeater to which a packet should 
preferably be transmitted when destined to the station.) 

When relaying a packet to its destination, the repeater addresses the packet to the next re- 

pealer along the preferred path. Only this addressed repeater will repeat the packet and 
only when this mechanism fails will other repeaters relay the message. 

For simplicity, we describe routing for the case of a single station network. A label of 
repeater R; of hierarchy level j will be denoted by L|J; i,j>1. The station will have the 
label L, |. L'ji will denote the label of the repeater which is the "nearest available" to 
the communicating terminal. 

LEVEL 1 

LEVEL 2 

LEVEL 3 

Figure 13.1:  Hierarchical Labeling For Directed Routing Algorithms 
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A label is composed of H subfields, where H is the maximum number of hierarchy levels 
(H-l is the maximum number of hops on the shortest path between any repeater and the 
station).   Every subfield has three possible entries, blank (BLK), a serial number (SER), or 
ALL.   Ljj has j entries of SFR's and (H-j) BLK's as shown in Figure 13.2. 

1 2 i-i i i+i H 

SER SER SER SER BLK BLK 

j serial numbers (H-j) blanks 

Figure 13.2:   Definition of Packet Label 

We say that L,, "homes" on Lkp) h,!.^ = Lkpl if p - j-1 and the first j-1 subfields of 
both are identical.   If two repeaters at level j home on the same repeater, their label will 
differ only in the entry to subf.cld j. 

As an example, if we use 3 bit. per subfield, the labels of the station and the repeaters of 
the network shown in Figure 13.1 are as follows: 

Subfield 1        Subfield 2       Subfield 3 

hi 
L12 

L22 

L33 

L43 

L53 

L63 

L73 

In this example, a subfield in which all bits are "0" is considered "blank."   Note that all 
entries in Subfield 1 are the same since all repeaters home (eventually) on the same station. 

The packet heacer, shown in Figure 13.3, includes the following information. 

0 0 1 0 0 0 0 0 0 

0 0 1 0 0 1 0 0 0 

0 0 1 0 1  0 0 0 0 

0 0  1 0 0  1 0 0 1 

0 0  1 0 0 1 0 1 o 

0 0  1 0 1  0 0 0 1 

0 0  1 0 1  0 0 1 0 

0 0 1 0 1  0 0 1   1 

^~. 
OTHER HEADERS AND 
PACKET INFORMATION 

TO LABEL OF 
NEAREST 
REPEATER TO 
THE TERMINAL 

Figure 13.3:   Routing Information Contained 
in Packe: Header 
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Lkn is the label of the repeater to which the packet is currently addressed.   The complete 
packet will always be transmitted to a specific device; other devices which may receive the 
packet will drop it.   The shortest path from a termir.ai to the station consists of V   , 
h(L,jj)1 hO^L'jj)), up to L, |, in the given order, and in the reverse order when routing 
from station to terminal.   When a specific repeater along the shortest path is not known 
(bv the terminal) or not available, then the terminal or repeater (which has the packet) 
will transmit only the header part of the packet, trying to identify a specific repealer.   In 
that case, the label Lkn will include some entries ALL.   To see how the proposed routing 
technique would operate, we trace the sequence of steps performed when a termiral at- 
tempts to transmit a packet to the station. 

When a previously silent terminal begins to communicate, it first identifies a repeater or 
a station in its area.   It transmits only the header part of the packet with all entries in 
Lkn set to ALL.   The header is addressed to all repeaters and stations that can hear the 
terminal.   A dev;ce which correctly receives this header substitutes its label in the space 
Lkn and repeats the header.   This particular Lkn is also I   kn and will be used by the 
terminal to transmit all packets during this period of communication.   If a terminal is 
stationary, it i an store this iabel for future tnnsmissions.   Lc

kn begins to transmit the 
complete packet along the shortest path to the station. 

Suppose that Ljj along the shortest path is not successful in transmitting tie packet to 
hCLjj).   Then L|j begins the search stage of tryinr, to identify another repeater.   In the 
first step, it tries to identify a repeater which •■ in level p*Sj-l.   This is done by using 
the label shown in Figure 13.4. 

1 2 3 i-i i j+1 

SER ALL ALL ALL BLK BLK BLK 

Figure 13.4:   Label Used In Search Process 

The header is addressed to all repeaters in levels 2 to j-1, which eventually home on L, 
If this step is not successful, in the second (last) step, U tries to identify any available 
repeater by using a label in which the first entry is SER and all other entries are ALL. 
When a specific repeater is identified and receives the packet, it transmits the parket on 
the shortest path from its location. 

Note that if repeaters have sufficient storage, they can save alternative labels and thus re- 
duce the necessity of searching for a specific repeater. Alternative solutions in which re- 
peaters have multiple labels are also possible. 

13.3   Acknowledgement Considerations 

Acknowledgement procedures are necessary both as a guarantee that packets are not lost 
within the net and as a flow control mechanism to prevent retransmissions of packets 
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from cmering the net.   Two types of acknowledgements are common in packet oriented 
systems: 

a. Hop-by-Hop Acknowledgements (HBH Acks) a^e transmitted whenever a packet 
is received successfully by the next node on the transmission path. 

b. End-to-End Acknowledgements (ETE Acks) are transmitted whenever a packet 
correctly reaches its final destination within the network. 

In a point-to-point oriented network such as the ARPANE f, HBH Acks are used to trans- 
fer responsibility (and   thus open buffer «pace) for the packet from the transmitting node 
to the receiving node.   This Ack insures prompt retransmission should parity errors or re- 
lay IMP buffer congestion occur.   The ETE Ack serves as a flow regulator between source 
and destination and as a signal to the sending node that the final destination node has cor- 
rectly received the message.   Thus, the message may be dropped from storage at its origin. 

Both types of Ack's serve to ensure message integrity and reliability.   If there is a high 
probability of error free transmission per hop and the nodes have sufficient storage, the 
Hop-by-Hop scheme is not needed for the above purpose.   Without an HBH Ack scheme, 

one would transmit the packet from its origin after a time out period expired.   One intro- 
duced the HBH Ack to decrease the delay caused by retransmissions at the expense of 
added overhead for acknowledgements.   In the ARPANET, this added overhead is kept 
small by "piggybacking" acknowledgements whenever possible on information packets 
flowing in the reverse direction.   In the packet radio system, the overhead can be kept 
small by listening, whenever possible, for the next repetition of the packet on the common 
channel instead of generating a sepa.ate acknowledgement packet. 

The value of an E,id-to-End acknowledgement is sufficiently great that it can be assumed 
present a priori.   However, the additional use of a Hop-by-Hop acknowledgement is not 
as clear.   Therefore, in this section, we examine the question of whither the ETE Ack is 
sufficient, or whether one needs a Hop-by-Hop (HBH) acknowledgement in addition.   The 
problem is therefore whether an HBH Ack is superior to an ETE Ack with respect to 
throughput and dHay, since the ETE Ack ensures message integrity.   It is noted that the 
routing and flow control by device- in the network depend on the type of acknowledge- 
ment scheme used. 

We consider a simple case where (n-1) repeaters separate the packet radio terminal from 
the destination station.   Assuming that the terminal is at a distance of "one hop" from 
the first repeater, one obtains the n-hop system shown in Figure 13.5. 

/V^^TV^J-ZT) 
i  "ure 13.5:   Multi-Hop Stream 
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A srnipte model ,s used to evaluate the total average delay that a packet encounters in the 
n-hop system when using HBH and ETE acknowledgement schemes.   When the ETE ack- 
nowledgement scheme is used, every repeater transmits the packet a single time    If the 
packet does not reach the station, retransmission is originated by the terminal    The ETE 
acknowledgement is sent from the station.   In the HBH scheme, repeaters store and re- 
transmit the packet until positively acknowledged from the next repeater stage. 

If. alter a terminal (or a repeater in the HBH case) transmits the packet, an acknowledge- 
ment does not arrive within a specified period of time, it retransmits the packet    The 
waiting period is composed of the time for the acknowledgement to arrive when no con- 
flicts occur plus a random time for avoiding repeater conflicts. 

Two different schemes for ETE acknowledgement and one scheme for HBH pcknowledee- 
men, have been studied.   Curves for the total average delay as a function of the number 
of hops and the probability of successful transmission per hop are obtained    Two cases 
are considered:   One in which the probability of success is constant along the path and 
another in which the probability of success decreases linearly as the packet approaches 
the station.   Finally, channel utilizations are compared when using ALOHA 11 I random 
access modes of operation. 

It has been demonstrated that the HBH scheme is superior in terms of delay or channel 
utilization.   This conclusion becomes significant when the number of hops increases or 
when the probability of successful transmission is low.   For example, in a five hop system 
if the probability of success per hop is 0.7, then the total average delay is 12 5 and 53 

packet transmission times for the HBH and ETE acknowledgement schemes, respectively 
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Chapter 14 

RANGE. POWER, DATA RATE AND CAPACITY CONSIDERATIONS 

14.1   Transmission Range and Netwoik Interference 

A variety of situations ■ possible concerning the range and interference patterns of de- 

v^   For example, w*. identical r.f. elements and similar antenna placements. Repeater- 
oRepeater range .s the same as TerminaMo-Repeater range.   This, however, is not always 

a necessary l.m.tat.on s-nce repeaters can he placed on elevated areas and can have more 

power than termmals (especially hand held terminai.).   Thus, if repeaters are allocated for 
area ravage of terminals, the range wir be „igher than terminal range and , igher network 
connectivity or device interference will ,-esult. network 

The problem    hich then arjses js to (ieterm.ne the ^^^ ^ ^^ mtcrfe 

performance.   A ternat.vely. one may seek to reduce repeater transmission power w.   n 
transmitting in the repeater-station network.   As an indication of the tradeoffs that occur 
ommon channels and the single Jate rates (CCSDR) were simulated, one w th Hig       ' 

Interference CCSDR (HI), and the other with Low Interference CCSDR (LI)    As a f st 

step, the routing labels of the two systems were the same and are shown in Figure ^2 

of ^CCSDR^m   the
t
CCS.DR

p.
(L,) SyStem is sho- ^ *** H.I and the interference 

of the CCSDR (HI) system in Figure 14.3.   (Figure 14.3 shows only the connectivity for 

::id:vn,cms c: 1e4t.^k•, A different ,abe, assißnment for ** ^ ^ - -i 

The results are shown in Figure 14.5 and Table 14.1.   Figure 14.5 shows the throughput 
of the two systems as a function of time while Table 14.1 summarizes other measures o 
per ormance.   The third row of Table 14.1 summarizes performance of the ZZerfe- 

nce system under an improved set of repeater labels.   It is clear that the high interfere ce 
ystem has better performance than the low interference system.   The only mea        of 
ow mter erence system which is better is terminal blocking which is a direct reXf t e 

low interference feature.   In fact. CCSDR (LI) is saturated at the offered traffic      e    Th s 
can be f he ^ that ^ ^^^ ^ ^ ^ ^ ^   TN. 

at.vely high total loss, and the low station response.*   The CCSDR (HI) with improved 
labels, compared .n Table 14.1, has better performance than the other  wi sy telih s ndi- 

•The average number of station response packets assumed for these studies is 2.0. 
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Figure 14.1;  Connectivity of Repeaters anc Stations 

cates the importance of proper labeling.   The experiments of this section demonstrate that 
it is preferable to use high transmitter power to obtain long repeater range, despite the net- 

work interference that results. 

14.2   Single Versus Dual Data Signaling Rates Networks 

The previous results demonstrate that better performance is obtained when repeaters and 
stations use high power to obtain long range despite the interference that results.   We now 
examine the problem of whether repeaters and stations should use their fixed power bud- 
gets to obtain a long range with a low data rate channel or have a short range with a high 

data rate channel.   The following systems were studied. 

14.2 
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Figure 14.2:  Hierarchical Labeling Scheme 

I!1^^ (HI, 0f the PreViOUS SeCtion With improved label- ^ take advantage 
of the h.gh ra.ge to .mprove the routing labels of repeaters and obtain fewer 
hierarchy leve.s which we denote by CCSDR.   The routing labels used are 
shown m Figure 14.4, and the connectivity is shown in Figure 14.3. 

al inTiZ ^r'TWO Data Rate (CCTDR) SyStem with the ™ting labels as in Figure 14.2 and connectivity as in Figure 14.1. 
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Figure 14.3:  Interference of CCSDR (HI) System 

In the CCTDR system, the terminal has a low data rate channel, the sane rate as in the 
single data rate system, for communication with a repeater or station.   Kepeaiers and sta- 
tions have two data rates.   The high data rate is used for communication in the repeater- 
station network.   The two data rates use the same carrier frequency so that only one can 
be used at a time. 

The two systems are tested with offered rates of 13% and 25%.*   The throughput as a 
function of time for the two runs is shown in Figures 14.6 and 14.7, respectively; and 

*ihe ™Kas; zzzizs&sr **,or ,he rc,a,ion be,ween dd,a ra,e ind dis— "th",h- 
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Figure 14.4: CCSDR (Hl) System With I mproved Labeling 

the summary of other measures is given in Table 14 9    Th„ 

the CCTRD system is superior to the CCSDR svstem   in .        TT" demonstrates ^ 
other measures.   One can see that the CCSDR T. mS      thr0U8hPut' de|ay. and 
about 13%. CCSDR SyStem ,s saturated ^ an offered rate of 

14.2.1   Effect on Blocking Level 

!;.e:v:n2;f;
n:d

ca:re
of

,h
2

a
5v::res:on'" ^ rei-ivdy ,ow 'h^' * - ^ blocking.   Furthermore, the fraction of t ime 
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16  T 

500 1000 1500 

TIME (TERMINAL SLOTS) 

Figure 14.5:   Throughput vs. Terminal Slots:   CCSDR (HI) and CCSDR (L (LI) 

Table 14.1:   Effect of Range On Network Performance For Single Data Rate System 

Interference 
Level 

CCSDR (Lll 

CCSDR (HI) 

CCSDR (HI) 
(Improved Labels) 

Offered 
Rate 
(%) 

13 

13 

Throughput 
IM 

595 

10.55 

Delay Of 
IP To 

Station 
(Terminal 

Slots) 

Rate Of 
Station 

Reiponte 

Prob. 
Station 

Busy 

40.11 

2393 

1.14 

1.81 

'3 12.14 16.61 2.06 

%Of IP 
Blocked 

b3 

43 

Total % Of 
IP Lost 

Terminals 
Remaining 

2.98 3283 

9.83 9.83 

50 10.63 11.41 

13 

13 

10 
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CCSDR 

10 .. 

500 1000 isoo 

TIME (TERMINAL SLOTS' 

Figure 14.6:  Throughput vs. Terminal Slots: 13% Rate 

that the station is busy has de reased.   This may suggest that the station may be able to 
handle more terminals providing they are able to enter the system.   To examine this point 
we ran the CCSDR system witl an offered rate of 25%, and relaxed the constraint for enter-' 
ing the system.   Rather than resulting in better performance, this step resulted in reduc- 
tion in blocking and increase in delay.   The throughput increased to 12.63%, the blocking 
decreased to 18.35% and the total loss decreased to 30.73%.   On the other hand  the de- 
lay increased to 57.82, the fraction of time the station is busy increased to .57, a'nd the 
rate of station response decreased to 1.32. 

To conclude, when we enabled more terminals to enter the system, the throughput in- 
creased insignificantly, from 12.20% to 12.63%; on the other hand, the average packet 
delay increased significantly, from 34.97 to 57.82 terminal slots.   This suggests that one 
of the important design problems in the packet radio system is the blocking level of 
terminals. 

14.3   Throughput, Loss, and Delay of CCSDR and CCTDR Systems 

Similar to curves of throughput versus channel traffic,   for which the relation is known 

analytically (381, we can attempt to draw curves of system throughput vs. offered rate for 
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Figure 14.7:  Throughput vs. Terminal Slots:   25% Rate 

1500 

Table 14.2:  Single Data Rate vs. Dual Data Rate System Performance 

Offered 
Rate 
(%) 

Throughput 

Delay Of 
IP To 

action 
(Terminal 

Slots) 

Rate Of 
Station 

Response 

Prob. 
Station 

Busy 

%Of IP 
Blocked 

Total % Of 
IP Loss 

Terminals 
Remaining 

CCSDR 
13 

25 

12.14 

12.20 

16.61 

34.97 

2.06 

1.61 

.50 

.48 

10.63 

29.50 

11.41 

32.95 

10 

23 

CCTDR 
13 

25 

12.39 

23.33 

4.91 

11.51 

1.99 

1.97 

.26 

.31 

.1.59 

3.31 

1.59 

3.31 

9 

34 
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estimating the maximum throughput.   Figure 14.8 shows the throughout versus offered 
rate for CCSDR and CCTDR systems.   The curves .re linear for low offered rates and 
saturate when the offered rate increases. 

For the CCSDR system one can see that the throughput is practically the same when the 
offered rate Is increased from 13% to 25%.   This and the other measures (see Table 14 2) 
(for example, the rate of station response) show that the system is overloaded at a 25%   ' 
offered rate.   On the other hand, the system seems to operate at steady state at an of- 
fered rate of 13% (rate of station response 2.06).   A rough estimate of maximum through- 
put for th.s system would be between 12% and 15%.   Similar observations of the perfor 
.nance ^asures lead to an -estimate" of between 27% and 30% for the maximum through- 
m of the CCTDR system in the specified repeater configuration. 

The average delay of the first Information Packet from terminal to station, and the Total 
Loss, as a function of offered rate are shown in Figure 14.9 and Figure 14.10 respectively. 

30 

20 .. 

10 

CCSDR 

L 
10 20 30 

OFFERED RATE(%) 

Figure 14.8: System Throughput vs. Offered Rate 
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Figure 14.9: Terminal-Station Delay vs. Offered Rate 

REMARKS:   There are many parameters in the simulation program which we 
have not experimented with (or tried to optimize) and which affect the quan- 
tities discussed above.   One parameter which is significant in determining the 
maximum throughput is the average number of response packets from station 
to terminal.   The effect of this parameter has been analyzed in [28], for a 
slotted ALOHA random access mode.   It has been shown that the maximum 
throughput is increased in the Common Channel system when the rate of re- 
sponse increases, and the maximum throughput tends to 100% of the data 
rate when the rate of response tends to infinity.   We expect that this para- 
meter has a similar effect for the mode of access simulated.   In the results 
reported here the rate of response is 2.0 which is small compared to usual 
estimates for terminals interacting with computers.   Furthermore, the rela- 
tively short terminal interaction increases the traffic overhead of the search 
procedure per information packet. 

40 
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Figure "4.10:  IP Blocking vs. Offered Rate 
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Chapter 15 
PACKET RADIO SYSTEM AREAS FOR FURTHER STUDY 

As is evident, packet radio offers a new and challenging area for network analysis and dc 
sign.   Previous studies have merely touched crucial areas.   Further study to develop meth- 
odology, to provide support for hardware and software design, and to effectively control 
and manage network resources is required.   A variety of studies is currently underway. 
These studies will: 

a. Estimate system capacity as a function of terminal-repeater and repeater- 
repeater signaling rates for multistation networks. 

b. Compare the performance of systems with varying degrees of receiver capture, 
multiple channels, directional antennas and multiple detectors. 

c. Determine efficient operating parameters including time out intervals, handover 
numbers, and number of retransmissions. 

d. Determine relationship between number of repeaters, throughput, delay and 
blocking. 

e. Compare the efficiency of direct terminal to terminal routing versus hierarchical 
routing in multistation networks. 

f. Estimate throughput, delay, and blocking for multistation networks. 

g. Develop and test multistation algorithms for routing and labeling and relabeling. 

h.     Develop high level global flow control algorithms to allow effective utilization 
of system resources. 

i.      Determine network control strategies to identify and monitor network conges- 
tion and element failure conditions. 

j.      Formulate dynamic reliability and survivability criteria and develop algorith 
for network reliability analysis and design. 

ms 

k.     Develop algorithms for configuring packet radio networks to meet specified re- 
liability and survivability criteria. 
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